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Introduction

Lecture notes to accompany my lectures at the 2021 CRM-PIMS probability summer school.
1

Deterministic and random combinatorial trees

1.1 Preliminaries: graph notation

An undirected graph is an ordered pair $G = (V, E)$ where $V$ is the set of vertices and $E \subseteq \binom{V}{2}$ is the set of edges. Here we write $\binom{V}{2}$ for the set of unordered pairs of elements of $V$; more generally, for a set $S$ and a positive integer $k$ we write

$$\binom{S}{k} = \{U \subseteq S : |U| = k\}$$

for the set of all subsets of $S$ of size $k$. We often write $uv$ for an edge of a graph $G$, rather than the more correct but more cumbersome notation $\{u, v\}$.

A path in a graph $G = (V, E)$ is a finite sequence $u_0, u_1, \ldots, u_k$ of distinct vertices of $G$ such that for all $0 \leq i < k$, $u_i u_{i+1}$ is an edge of $G$. Two vertices $u, v$ are in the same connected component of $G$ if there is a path connecting $u$ and $v$.

Exercise 1.1.1. Write $u \leftrightarrow v$ if there is a path between $u$ and $v$ in $G$. Show that $\leftrightarrow$ is an equivalence relation.

We say $G$ is connected if it has a single connected component; otherwise it is disconnected.

We write $\mathcal{G}_n$ for the set of graphs $G = (V, E)$ with vertex set $V = [n] := \{1, 2, \ldots, n\}$. For a finite set $\mathcal{X}$ we write $X \in_u \mathcal{X}$ to mean that $X$ is a uniformly random element of $\mathcal{X}$.

Exercise 1.1.2. Fix a random graph $G \in_u \mathcal{G}_n$. Show that

$$\mathbb{P}\{G \text{ is not connected}\} = (1 + o(1))n \cdot 2^{-(n-1)}.$$

A cycle in a graph $G = (V, E)$ is a finite sequence $u_0, u_1, \ldots, u_{k+1}$ of vertices such that $u_0, \ldots, u_k$ is a path (so in particular $u_0, u_1, \ldots, u_k$ are all distinct), and $u_{k+1} = u_0$. A graph is a tree if it contains no cycles.
Exercise 1.1.3. Let $G = (V, E)$ be a finite connected graph. Show that $G$ is a tree if and only if $|E| = |V| - 1$.

Exercise 1.1.4.

Let $T = (V, E)$ be a graph. Prove that the following are equivalent.

1. $T$ is a tree.

2. Any two vertices of $T$ are linked by a unique path in $T$.

3. $T$ is minimally connected, meaning that $T$ is connected but removing any edge of $T$ disconnects the graph.

4. $T$ is maximally acyclic, meaning $T$ contains no cycle but for any two non-adjacent vertices $x, y \in T$, the graph $(V, E \cup \{xy\})$ contains a cycle.

Given a graph $G = (V, E)$, for $u, v \in V$ write $\text{dist}(u, v) = \text{dist}_G(u, v)$ for the graph distance between $u$ and $v$ in $G$; that is, $\text{dist}(u, v)$ is the smallest number of edges in a path connecting $u$ and $v$. (If $u, v$ are in different connected components of $G$ then $\text{dist}(u, v) = \infty$. For $u \in V$ and $S \subseteq V$, we also write

$$\text{dist}(u, S) = \text{dist}_G(u, S) = \inf(\text{dist}(u, v) : v \in S)$$

for the distance from $u$ to $S$ in $G$.

1.2 Random combinatorial trees and forests

In this section, and in much of the rest of the paper, we consider trees that are rooted: formally a rooted tree is a triple $t = (V, E, \rho)$ where $(V, E)$ is a tree and $\rho \in V$. We write

$$\mathcal{T}_n^\text{unrooted} = \{ t = (V, E) : t \text{ is a tree, } V = [n] \}$$

for the set of trees with vertex set $[n]$, and

$$\mathcal{T}_n = \{ (V, E, \rho) : (V, E) \in \mathcal{T}_n \text{ and } \rho \in V \}.$$  

Any tree in $\mathcal{T}_n$ can be rooted in $n$ different ways, which implies that $|\mathcal{T}_n| = n |\mathcal{T}_n^\text{unrooted}|$. Cayley’s formula (which to the best of knowledge of contemporary academics was first established by Borchardt\(^2\)) provides a very simple formula for $|\mathcal{T}_n^\text{unrooted}|$, or equivalently for $|\mathcal{T}_n|$.

Theorem 1.2.1 (Cayley’s formula). $|\mathcal{T}_n| = n^{n-1}$.

There are several proofs of Cayley’s formula in the literature: one using so called Prüfer codes; one discovered by Joyal which considers doubly-rooted trees (called vertebrates); one discovered by Pitman which analyzes a coalescent process for building random trees; and the one we present, which is new and is due to Addario-Berry and Donderwinkel.
Proof of Cayley’s formula. The right-hand side naturally counts sequences of integers \( v = (v_1, \ldots, v_{n-1}) \in [n]^{n-1} \). We prove the theorem by showing how to associate a rooted tree \( t \in T_n \) to each such sequence.

Say that \( v_i \) is a repeated entry if there is \( 1 \leq j < i \) with \( v_i = v_j \). List the repeated entries in increasing order of index as \( v_{i(1)}, \ldots, v_{i(r)} \); so \( r = r(v) \) is the number of repeated entries \( v \). (If \( v_1, \ldots, v_{n-1} \) are all distinct then \( r = 0 \).) Set \( i(r+1) = n \).

Since \( v \) has length \( n-1 \), there are exactly \( r+1 \) integers from \([n]\) which do not appear in \( v \); list them in increasing order as \( \ell_1, \ldots, \ell_{r+1} \).

Now form a tree \( t = t(v) \) with vertices \([n]\), edges

\[
\{v_{i+1} : 1 \leq i \leq n-1, i+1 \notin \{i(1), \ldots, i(r+1)\}\} \cup \{v_{i(j)-1} \ell_j, 1 \leq j \leq r+1\}
\]

and root \( \rho = v_1 \).

Visually, the tree is constructed as follows. Think of \( v \) as a path graph, and remove all edges \( v_i v_{i+1} \) where \( v_{i+1} \) is a repeated entry; if \( v_{i+1} \) is the \( j \)'th repeated entry then instead attach \( v_{i} \) to \( \ell_j \). This breaks the path up into pieces. To connect these pieces, glue each repeated entry to the location where it first appears in \( v \).

The graph \( t(v) \) has \( n \) vertices and \( n-1 \) edges, so to prove \( t(v) \) is a tree and therefore an element of \( T_n \), by Exercise 1.1.3 it suffices to show that it is connected. To see this, fix \( i \in [n-1] \) with \( i > 1 \). If \( v_i \) is not a repeated entry then \( v_{i-1} v_i \) is an edge of \( t(v) \). If \( v_i \) is a repeated entry then let \( j \) be minimal so that \( v_j = v_i \); then \( v_{i-1} v_i \) is an edge of \( t(v) \). In either case, there is an edge from \( v_i \) to \( v_k \) for some \( k < i \), which implies by induction that for all \( i \in [n-1] \) there is a path from \( v_i \) to \( v_1 \). Since \( \ell_j \) is attached by an edge to \( v_{i(j)} \), it also follows that there is a path from \( \ell_j \) to \( v_1 \) for all \( 1 \leq j \leq r+1 \). Thus all vertices are in the same connected component as \( v_1 \) and so \( t(v) \) is connected.

To show that the above construction is a bijection, we describe its inverse. Given a rooted tree \( t = (V, E, \rho) \in T_n \), define a sequence \( v(t) = (v_1, \ldots, v_{n-1}) \) as follows. List the leaves of \( t \) in increasing order of label as \( \ell_1, \ldots, \ell_{r+1} \). Let \( t_0 \) be the one-vertex rooted tree containing only the root \( \rho \) of \( t \). For \( 1 \leq i \leq r+1 \), let \( p_i = (p_i(1), \ldots, p_i(h_i)) \) be the vertices on the path from \( t_{i-1} \) to \( \ell_i \), so \( p_i(1) \) is a vertex of \( t_{i-1} \) and \( p_i(h_i) = \ell_i \). Let \( t_i \) be the forest obtained from \( t_{i-1} \) by attaching the path \( p_i \). Then let

\[
v = (v_1, \ldots, v_{n-1}) = (p_1(1), \ldots, p_1(h_1-1), p_2(1), \ldots, p_2(h_2-1), \ldots, p_{r+1}(1), \ldots, p_{r+1}(h_{r+1}-1)).
\]

Note that \( \rho = v_1 \). Also, \( h_i - 1 \) is the number of edges on the path from \( t_{i-1} \) to \( \ell_i \), so \( v \) has

\[
\sum_{i=1}^{r+1} h_i - 1 = |E| = n - 1.
\]
entries. Moreover, \( v_i v_{i+1} \) is an edge of \( t \) with \( v_i = \text{par}(v_{i+1}) \) if and only if
\[
  v_i v_{i+1} \notin \{ p_j(h_j - 1)p_{j+1}(1), 1 \leq j \leq r \},
\]
and the repeated entries of \( v \) are precisely \( p_2(1), \ldots, p_{r+1}(1) \), so \( v_i v_{i+1} \) is an edge of \( t \) if and only if \( v_{i+1} \) is not a repeated entry of \( v \). The remaining edges of \( t \) are the elements of the set
\[
  \{ p_j(h_j - 1)\ell_j, 1 \leq j \leq r + 1 \};
\]
they precisely join the predecessors of repeated entries of \( v \) to the leaves \( \ell_1, \ldots, \ell_{r+1} \), in increasing order. Thus \( v(t(v)) = v \); these two constructions are indeed inverses. Since we have exhibited a bijection between \( \mathcal{T}_n \) and \([n]^{n-1}\), it follows that
\[
  |\mathcal{T}_n| = |[n]^{n-1}| = n^{n-1}.
\]
\[ \square \]

The above bijection has nice consequences for random trees. In what follows, for a tree \( t = (V,E,\rho) \) and vertices \( u,v \in V \), write \([u,v] \) for the unique path from \( u \) to \( v \) in \( t \).\footnote{\([u,v] \) is the path between vertices \( u \) and \( v \) in tree \( t \)} For \( v \in V \), write \(|v| \) for the graph distance from \( \rho \) to \( v \), which equals the number of edges of the path \([\rho,v]\).

**Proposition 1.2.2.** Let \( T \in \mathcal{T}_n \) and let \( L \) be a uniformly random leaf of \( T \). Also, let \( (V_i,i \geq 1) \) be a sequence of independent uniformly random elements of \([n] \) and let \( I = \min(i \geq 1 : V_i \in \{V_1, \ldots, V_{i-1}\}) \) be the index of the first repeated element of the sequence. Then \(|L| + 1 \overset{d}{=} \min(I,n)\).

**Proof.** Write \( V = (V_1, \ldots, V_{n-1}) \in \mathcal{U}[n]^{n-1}. \) Then \( T = T(V) \in \mathcal{T}_n. \) Moreover, recalling that the repeated entries of \( (V_1, \ldots, V_{n-1}) \) are \( i(1), \ldots, i(r) \) and that \( i(r + 1) = n \), we have \( \min(I,n) = i(1) \). The first leaf \( \ell_1(T) \) is a child of \( V_{i(1)-1} \), so
\[
  |\ell_1(T)| = |V_{i(1)-1}| + 1 = i(1) - 1 = \min(I,n) - 1.
\]
But since \( T \) is a uniformly random tree, randomly permuting its leaf labels does not change its distribution, so \(|\ell_1(T)| \) has the same distribution as \(|L| \) for \( L \) a uniformly random leaf of \( T \). \[ \square \]

**Exercise 1.2.1.** Let \( T \in \mathcal{T}_n \) and let \( L \) be a uniformly random leaf of \( T \). Show that for all \( 1 \leq k < n - 1 \),
\[
  \mathbb{P}\{|L| > k\} = \prod_{i=1}^{k} \left( 1 - \frac{i}{n} \right).
\]

**Exercise 1.2.2.** Say that rooted tree \( t \) is binary if every non-leaf node has exactly two children. Say that a sequence \( v = (v_1, \ldots, v_{n-1}) \in [n]^{n-1} \) is binary if every integer \( u \in [n] \) which appears in \( v \) appears exactly twice.
(a) Fix an odd positive integer \( n = 2m + 1 \). Show that the set \( \mathcal{B}_n \) of rooted binary trees with vertex set \([n]\) is in bijective correspondence with the set of binary sequences 

\[
\{ v \in [n]^{n-1} : v \text{ is binary} \}.
\]

(b) Let \( T \in \mathcal{B}_n \) and let \( L \) be a uniformly random leaf of \( T \). Show that for all \( 1 \leq k < m \),

\[
P\{|L| > k\} = \prod_{i=1}^{k} \left( 1 - \frac{i}{2m-i} \right)
\]

Exercise 1.2.3. (a) Let \( T_n \in \mathcal{F}_n \) and let \( C_n \) be the number of children of vertex 1 in \( T_n \). Show that \( C_n \) converges in distribution to a Poisson(1) random variable.

(b) Write \( \pi_n \) for the empirical child distribution of \( T_n \); that is,

\[
\pi_n = \frac{1}{n} \sum_{c=0}^{n-1} \delta_c \cdot |\{v \in [n] : v \text{ has } c \text{ children in } T_n\}|
\]

Show that \( \pi_n \) converges in probability to the Poisson(1) distribution with respect to the Prokhorov distance between probability measures.

(Suggestion: it suffices to show that for any fixed \( k \in \mathbb{N} \), \( \pi_n(\{k\}) \to P\{\text{Poisson}(1) = k\} \) in probability.)

Exercise 1.2.4. I would like to write an exercise using the fact that the smallest-labeled and second-smallest-labeled leaves have the same height (in distribution) to formulate a distributional identity involving the first and second repeated elements in a sequence \( V = (V_i, i \geq 1) \) be independent uniformly random elements of \([n]\). But I’m not sure how, since the “second-smallest-labeled leaf” may not exist - the tree may have only one leaf.

We conclude the section by extending Cayley’s formula to a formula for forests with a fixed vertex set. A forest is a set of rooted trees with pairwise disjoint vertex sets. Given a forest \( F = \{t_i, i \in I\} \), the root set of \( F \) is the set \( \rho(F) := \{\rho(t_i), i \in I\} \) of roots of its constituent trees.

Given a set \( S \subseteq [n] \), write \( \mathcal{F}_n^S \) for the set of forests \( F \) with vertex set \([n]\) and root set \( S \).

Proposition 1.2.3. For any integers \( 1 \leq k \leq n \) and any set \( S \subseteq [n] \) with \( |S| = k \),

\[
|\mathcal{F}_n^S| = kn^{n-k-1}
\]

Proof. Fix any sequence \( v = (v_1, \ldots, v_{n-k}) \) of integers in \([n]\) such that \( v_1 \in S \). Say that \( v_i \) is a repeated entry if \( i > 1 \) and \( v_i \in S \) or there is \( 1 \leq j < i \) such that \( v_j = v_i \).
List the repeated entries of v in increasing order of index as
\[ v_{i(1)}, \ldots, v_{i(r)} \], set \( i(r + 1) = n - k + 1 \), and list the integers from
\([n] \setminus S\) which do not appear in v as \( \ell_1, \ldots, \ell_{r+1} \) in increasing order.

Form a graph \( F_S = F_S(v) \) with vertices \([n]\), root set S, and edge set
\[ \{v_i v_{i+1} : i \in [n-k], i+1 \not\in \{i(1), \ldots, i(r+1)\} \cup S\} \cup \{v_{i(j)-1} \ell_j, 1 \leq j \leq r+1\}. \]

Essentially the same argument as in the proof of Cayley’s formula
shows that the connected components of \( F_S \) are trees and that there are \( k \) components of \( F_S \), each containing exactly one vertex of \( S \).
Thus, rooting each component of \( F_S \) at its unique element of \( S \) turns
\( F_S \) into an element of \( \mathcal{F}_n^S \).

The inverse of this construction is also very similar to the one
in the proof of Cayley’s formula: given \( F \in \mathcal{F}_n^S \), list the leaves of
\( F \) in increasing order of label as \( \ell_1, \ldots, \ell_{r+1} \). Let \( F_0 \) be the \( k \)-vertex
forest containing only the root vertices \( S \). For \( 1 \leq i \leq r+1 \), let
\( p_i = (p_i(1), \ldots, p_i(h_i)) \) be the path from \( F_{i-1} \) to \( \ell_i \), so \( p_i(1) \) is a vertex
of \( F_{i-1} \) and \( p_i(h_i) = \ell_i \). Let \( F_i \) be the forest obtained from \( F_{i-1} \) by
attaching the path \( p_i \). Then let
\[ v(F) = (v_1, \ldots, v_{n-1}) = (p_1(1), p_1(h_1 - 1), \ldots, p_1(h_1 - 1), \ldots, p_r(1), \ldots, p_r(1), \ldots). \]

It is straightforward to see that \( v(F_S(v)) = v \), so the construction is
bijective. It follows that
\[ |\mathcal{F}_n^S| = |\{v = (v_1, \ldots, v_{n-k}) \in [n]^{n-k} : v_1 \in S\}| = kn^{n-k-1}. \]

1.3 Global structure: The line-breaking construction

In this section, the construction of the sequence of trees \( t_0, \ldots, t_{r+1} \)
arising in the bijection from Theorem 1.2.1 is important, and it’s
useful to give ourselves a bit more notation.

For a tree \( t = (V, E) \) and a set \( S \subseteq V \), write \( t(S) \) for the smallest
subtree of \( t \) containing the root and all elements of \( S \); equivalently,
this tree is the union \( \bigcup_{u \in S} [p, u] \). \(^5\) Then the sequence of trees from
Theorem 1.2.1 can be expressed as \( t_i = t(\{\ell_1, \ldots, \ell_i\}) \). Also, for \( v \in t \)
write \( \alpha(v, S) \) for the node \( w \) of \( S \) which minimizes \( \text{dist}(v, w) \); this
node is unique since \( t \) is a tree.

In what follows, we use the “falling factorial” notation \( (m)_i = m(m-1) \cdots (m-i+1) \).

Proposition 1.3.1. Let \( T_n \in \mathcal{F}_n \), and list the leaves of \( T_n \) in increasing
order of label as \( \ell_1, \ldots, \ell_{r+1} \) and set \( \ell_m = \rho(T_n) \) for \( m > r + 1 \). For \( i \geq 1 \)
write \( D_{n,i} \) for the graph distance from \( \ell_i \) to \( T_n(\ell_1, \ldots, \ell_{i-1}) \). Then for any
positive integers \( k \in [n-1] \) and \( g_1, \ldots, g_k \),\(^6\)
\[ P\{D_{n,i} = g_i, 1 \leq i \leq k\} = \frac{(n)_{g_1 + \cdots + g_k - (k-1)}}{n^{g_1 + \cdots + g_k + 1}} \prod_{j=1}^{k}(g_1 + \cdots + g_j - (j-1)). \]

\(^5\) \( t(S) \): the subtree of \( t \) spanned by the root and the vertices in \( S \).

\(^6\) Implicit in the next probability is the requirement that \( T \) has at least \( k \) leaves,
though our convention about the value of \( \ell_m \) for \( m > r + 1 \) makes the formula
hold for all values of \( k \), even \( k > r + 1 \).
Moreover, for each $1 \leq i \leq r + 1$, the node $a(\ell_i, T_n(\ell_1, \ldots, \ell_{i-1}))$ is a uniformly random non-leaf vertex of $T_n(\ell_1, \ldots, \ell_{i-1})$.

Proof. Let $V = (V_1, \ldots, V_{n-1}) = v(T)$, so that $V \in_u [n]^{n-1}$ and $T = T(V) \in_u \mathcal{B}_n$. Then in order to have $D_{n,j} = g_j$ for each $1 \leq j \leq k$, it must be that $i(j) = 1 + g_1 + \ldots + g_j$ for each $1 \leq j \leq k$. In turn, for this to occur, it must be that

$$V_1, \ldots, V_{g_1},$$
$$V_{g_1+1}, \ldots, V_{g_1+g_2},$$
$$V_{g_1+g_2+1}, \ldots, V_{g_1+g_2+g_3},$$
$$\ldots$$
$$V_{g_1+\ldots+g_{k-1}+1}, \ldots, V_{g_1+\ldots+g_k}$$

are all distinct (call this event $A$), and that

$$V_{g_1+1} \in \{V_1, \ldots, V_{g_1}\},$$
$$V_{g_1+g_2+1} \in \{V_1, \ldots, V_{g_1+g_2}\},$$
$$\ldots$$
$$V_{g_1+\ldots+g_k+1} \in \{V_1, \ldots, V_{g_1+\ldots+g_k}\};$$

call this event $B$.

The event $A$ is that $g_1 + g_2 + \ldots + g_k - (k-1)$ independent random variables, uniformly distributed on $[n]$, are all distinct, so has probability

$$P\{A\} = \prod_{j=1}^{g_1+\ldots+g_k-(k-1)} \frac{n - (j - 1)}{n} = \frac{(n)^{g_1+\ldots+g_k-(k-1)}}{n^{g_1+\ldots+g_k-(k-1)}}.$$ 

To work out the probability of the second event we need to split into sub-events. For $1 \leq j \leq k$ write $B_j$ for the event that

$$V_{g_1+\ldots+g_j+1} \in \{V_1, \ldots, V_{g_1+\ldots+g_j}\}.$$ 

Given that $A$ occurs and that $B_1, \ldots, B_{j-1}$ occur, there are $j - 1$ repetitions in the set

$$\{V_1, \ldots, V_{g_1+\ldots+g_j}\},$$

and so $g_1 + \ldots + g_j - (j - 1)$ distinct values in that set. It follows that

$$P\{B_j \mid A \cap B_1 \cap \ldots \cap B_{j-1}\} = \frac{g_1 + \ldots + g_j - (j - 1)}{n}.$$ 

Since $B = \bigcap_{j=1}^k B_j$, it follows that

$$P\{B \mid A\} = \prod_{j=1}^k P\{B_j \mid A \cap B_1 \cap \ldots \cap B_{j-1}\}$$
$$= \prod_{j=1}^k \frac{g_1 + \ldots + g_j - (j - 1)}{n}.$$
Combining the formulas for \( P \{ A \} \) and \( P \{ B \mid A \} \) gives the identity in the proposition.

Moreover, given that \( A \) and \( B \) occur, \( \alpha(\ell_i, T_n(\ell_1, \ldots, \ell_{i-1})) = V_{g_1 + \ldots + g_i + 1} \), and the conditioning precisely tells us that \( V_{g_1 + \ldots + g_i + 1} \) is an element of \( \{ V_1, \ldots, V_{g_1 + \ldots + g_i} \} \), which is the set of non-leaf vertices of the tree \( T_n(\ell_1, \ldots, \ell_{i-1}) \). A uniform random variable conditioned to lie in a particular set is uniform on that set, so \( \alpha(\ell_i, T_n(\ell_1, \ldots, \ell_{i-1})) \) is uniformly distributed over \( T_n(\ell_1, \ldots, \ell_{i-1}) \).

Proposition 1.3.1 yields a distributional limit theorem for the vector of distances \((D_{n,i}, i \geq 1)\).

**Corollary 1.3.2.** Fix \( k \geq 1 \) and let \( D = (D_1, \ldots, D_k) \) be a random vector with density

\[
f_D(c_1, \ldots, c_k) = \exp \left( -\frac{c_1 + \ldots + c_k}{2} \right) \prod_{j=1}^{k} (c_1 + \ldots + c_j).
\]

Then \( (n^{-1/2}D_{n,1}, \ldots, n^{-1/2}D_{n,k}) \xrightarrow{d} D \), as \( n \to \infty \).

**Proof.** Fix any positive integer \( k \) and any positive real values \( c_1, \ldots, c_k \), and write \( c = c_1 + \ldots + c_k \). Then

\[
\frac{(n)}{n^{c^{1/2}}} \left\lfloor c^{1/2} \right\rfloor = \left\lfloor c^{1/2} \right\rfloor \prod_{j=1}^{k} \left( 1 - \frac{j - 1}{n} \right) = (1 + o(1)) \exp \left( -\frac{c^2}{2n} \right).
\]

The formula from Proposition 1.3.1 then gives that

\[
P \left\{ D_{n,i} = \left\lfloor c_i n^{1/2} \right\rfloor, 1 \leq i \leq k \right\} = (1 + o(1)) \exp \left( -\frac{c^2}{2} \right) \frac{1}{n^k} \prod_{j=1}^{k} \left( \left\lfloor c_j n^{1/2} \right\rfloor + \ldots + \left\lfloor c_j n^{1/2} \right\rfloor - (j - 1) \right)
\]

\[
= (1 + o(1)) \exp \left( -\frac{(c_1 + \ldots + c_k)^2}{2} \right) \frac{1}{n^{k/2}} \prod_{j=1}^{k} (c_1 + \ldots + c_j)
\]

\[
= \frac{1 + o(1)}{n^{k/2}} f_D(c_1, \ldots, c_k).
\]

It follows that for any rectangle \( R = [a_1, b_1] \times [a_2, b_2] \times \ldots \times [a_k, b_k] \),

\[
P \left\{ \left( n^{-1/2}D_{n,1}, \ldots, n^{-1/2}D_{n,k} \right) \in R \right\} = (1 + o(1)) \int_R f_D(c_1, \ldots, c_k),
\]

which implies convergence in distribution.

**Corollary 1.3.3.** For \( i \geq 1 \) let \( J_{n,i} \) be the index of \( \alpha(\ell_i, T_n(\ell_1, \ldots, \ell_{i-1})) \) in \( V(T) \), so \( \alpha(\ell_i, T_n(\ell_1, \ldots, \ell_{i-1})) = V_{J_{n,i}} \). Then jointly with the convergence in Corollary 1.3.2, we have

\[
(n^{-1/2}J_{n,i}, 1 \leq i \leq k) \xrightarrow{d} ((D_1 + \ldots + D_{i-1})U_i, 1 \leq i \leq k),
\]

where \((U_i, i \geq 1)\) are independent Uniform\([0, 1]\), independent of \( D \).
Proof. The non-leaf vertices of $T_n(\ell_1, \ldots, \ell_{i-1})$ are

\[ \{V_i, 1 \leq i \leq D_{n,1} + \ldots + D_{n,i-1} \} \setminus \{ V_{D_{n,1}+1}, V_{D_{n,1}+D_{n,2}+1}, \ldots, V_{D_{n,1}+\ldots+D_{n,i-2}+1} \} . \]

There are thus $D_{n,1} + \ldots + D_{n,i-1} - (i-2)$ vertices in $T_n(\ell_1, \ldots, \ell_{i-1})$, and by the theorem, $J_{n,i}$ is uniformly distributed among their indices. The claimed convergence in distribution then follows from that in Corollary 1.3.2.

The preceding corollaries can be beautifully recast using the language of Poisson point processes. Let $P$ be a Poisson process on $[0, \infty)$ with rate $\lambda(x) = x^a$. List the points of $P$ in increasing order as $(P_i, i \geq 1)$. Set $P_0 = 0$ and for $i \geq 1$ let $D_i = P_i - P_{i-1}$. Then the function

\[ f(p_1, \ldots, p_k) = 1_{[p_1 \leq p_2 \leq \ldots \leq p_k]} \cdot \exp \left( -\frac{p_k^2}{2} \right) \prod_{i=1}^k p_i, \]

is a joint density for $P_1, \ldots, P_k$. Considering the change of variables $D_i = P_i - P_{i-1}$, writing $c_i = p_i - p_{i-1}$, we have

\[ f(D_1, \ldots, D_k)(c_1, \ldots, c_k) = f(p_1, \ldots, p_k)(1, \ldots, p_k) \]
\[ = 1_{[p_1 \leq p_2 \leq \ldots \leq p_k]} \cdot \exp \left( -\frac{p_k^2}{2} \right) \prod_{i=1}^k p_i \]
\[ = 1_{[c_1 \leq \ldots \leq c_k > 0]} \exp \left( -\frac{(c_1 + \cdots + c_k)^2}{2} \right) \prod_{i=1}^k (c_1 + \cdots + c_i). \]

In view of this calculation, Corollary 1.3.2 states that the branch lengths in the bijective construction of $T_n$ given by the proof of Cayley’s formula are asymptotically distributed like the inter-arrival times in a Poisson process on $[0, \infty)$ with rate $\lambda(x) = x$.

Since Corollary 1.3.3 adds that the attachment location of the $i$’th branch is asymptotically uniform over the tree $T_n(\ell_1, \ldots, \ell_{i-1})$, this means we can construct a tree which is the “distributional limit” of $T_n(\ell_1, \ldots, \ell_k)$ from the Poisson point process as follows. Let $(U_i, i \geq 1)$ be independent Uniform[0, 1] random variables, independent of the Poisson process $P$. Then, starting from the line segments $([P_{i-1}, P_i], 1 \leq i \leq k)$ identify the left endpoint $P_{i-1}$ of the segment $[P_{i-1}, P_i]$ with the point $P_{i-1}U_i$.

It is a bit ambiguous what we mean by the “distributional limit” of $T_n(\ell_1, \ldots, \ell_k)$. One way to give sense to this is to simply consider matrices of pairwise distances between leaves; this perspective is developed in the next exercise.

**Exercise 1.3.1.** Fix $k \geq 1$. For $n \geq 1$ let $T_n \in \mathcal{T}_n$, and for $i, j \geq 1$ let $d_n(\ell_i, \ell_j)$ be the distance between $\ell_i$ and $\ell_j$ in $T_n$.\[8\]
(a) Show that the matrix \((n^{-1/2}d_n(\ell_i, \ell_j), 1 \leq i, j \leq k)\) converges in distribution, and describe the limit in terms of the Poisson process \(P\) and the uniform random variables \((U_i, 1 \leq i \leq k)\) given above.

(b) Show that the same convergence in distribution holds if \(\ell_1, \ldots, \ell_k\) are replaced by a sequence \(L_1, \ldots, L_k\) of independent uniformly random samples from the leaf set of \(T_n\). (Suggestion: since randomly permuting the leaf labels does not change the distribution of \(T_n\), the main step is to show that with high probability \(L_1, \ldots, L_k\) are all distinct.)

For the next exercises, we need the notion of the shape of a tree. First, by a leaf-labeled tree we mean a rooted tree whose leaves are labeled by \(\{1, \ldots, k\}\), where \(k\) is the total number of leaves, and internal nodes are unlabeled. In a leaf-labeled tree, to distinguish internal vertices we may canonically assign to each internal vertex the set of labels of its descendant leaves.

Figure 1.2: Top: a tree \(t\). Bottom: shape(\(t\)) with edges labeled by their lengths.

**Exercise 1.3.2.** A leaf-labeled tree is binary if the root has exactly one child and all other non-leaf vertices have exactly two children. Show that the number of binary leaf-labeled trees with \(k\) leaves is

\[
(2k - 3)!! := (2k - 3) \cdot (2k - 5) \cdot \ldots \cdot 3 \cdot 1 = \frac{(2k - 2)!}{(k - 1)!2^{k-1}}.
\]

Let 

\[
\Delta_n = \left\{x = (x_1, x_2, \ldots, x_n) : \sum_{j=1}^n x_j = 1, x_j > 0, 1 \leq j \leq n \right\}
\]

be the \((n - 1)\)-dimensional simplex. For \((\alpha_1, \ldots, \alpha_n) \in \Delta_n\), the Dirichlet \((\alpha_1, \alpha_2, \ldots, \alpha_n)\) distribution on \(\Delta_n\) has density

\[
\frac{\Gamma(\alpha_1 + \alpha_2 + \cdots + \alpha_n)}{\Gamma(\alpha_1)\Gamma(\alpha_2)\ldots\Gamma(\alpha_n)} \cdot \prod_{j=1}^n x_j^{\alpha_j - 1},
\]

with respect to \((n - 1)\)-dimensional Lebesgue measure \(\Lambda_{n-1}\), where

\[
\Gamma(\alpha) = \int_0^\infty s^{\alpha-1}e^{-s}ds.
\]
Exercise 1.3.3. (a) Show that if \( G_1, \ldots, G_m \) are independent and \( G_i \) is Gamma(\( \alpha_i, 1 \))-distributed for \( 1 \leq i \leq m \), and \( G = E_1 + \ldots + E_m \), then (\( G_i / G, 1 \leq i \leq m \)) is Dirichlet(\( \alpha_1, \ldots, \alpha_m \))-distributed and is independent of \( G \).

(b) Show that if \( (X_1, \ldots, X_m) \) is Dirichlet(\( \alpha_1, \ldots, \alpha_m \))-distributed then \( (X_1, \ldots, X_{m-2}, X_{m-1} + X_m) \) is Dirichlet(\( \alpha_1, \ldots, \alpha_{m-2}, \alpha_{m-1} + \alpha_m \))-distributed.

(c) Let \( (Y_1, \ldots, Y_m) \) be a Dirichlet(1, 1, \ldots, 1) vector, and let \( l \) be the index of a size-biased pick from \( Y_1, \ldots, Y_m \), so

\[
P \{ I = i \ | \ Y_1, \ldots, Y_m \} = \frac{Y_i}{Y_1 + \ldots + Y_m}.
\]

Relabel \( (Y_{l_i}, i \in [m] \setminus \{ l \}) \) as \( (Y_{l_1}^*, \ldots, Y_{m-1}^*) \). Then \( (Y_1^*, \ldots, Y_{m-1}^*, Y_l) \) \( \overset{d}{=} \) Dirichlet(1, 1, 2).

(d) Let \( U \) be Uniform(0, 1) be independent of \( Y_1, \ldots, Y_m \) and of \( l \). Show that

\[
(Y_1, \ldots, Y_{m-1}, U Y_l, (1 - U) Y_l)
\]

is Dirichlet(1, 1, \ldots, 1)-distributed.

Write \( \mathcal{T}^{(k)} \) for the set of pairs \((t, (x(e), e \in e(T)))\), where \( t \) is a binary leaf-labeled tree with \( k \) leaves and \((x(e), e \in e(t)) \in [0, \infty)^{e(t)}\) assigns non-negative lengths to the \( 2k - 1 \) edges of \( t \).

Exercise 1.3.4. (a) Show that for any \( k \geq 1 \), (\( \frac{P_k}{P_{k+1}}, \frac{P_{k+1} - P_k}{P_{k+1}} \)) is Dirichlet(2k, 1)-distributed and is independent of \( P_{k+1} \).

(b) Let \( T_n \in \mathcal{T}_n \). Show that for any \( k \geq 1 \), writing \( T_{n,k} = T_n(\ell_1, \ldots, \ell_k) \) for the subtree of \( T_n \) spanned by the root and the \( k \) smallest-labeled vertices, then

\[
(\text{shape}(T_{n,k}), (\text{len}(e), e \in \text{shape}(T_{n,k}))) \overset{d}{\to} (T_k, (X(e), e \in e(T_k)))
\]

where \((T_k, (X(e), e \in e(T_k)))\) is a random element of \( \mathcal{T}^{(k)} \) with density

\[
f(t, (x(e), e \in e(T))) = \sum_{e \in e(T)} x(e) \exp \left( -\sum_{e \in e(T)} x(e)^2 / 2 \right).
\]

In part (b) of the exercise, the description of \((T_k, (X(e), e \in e(T_k)))\) can be rephrased as follows. Fix any ordering \((X_1, \ldots, X_{2k-1})\) of \((X(e), e \in e(T_k))\). Then \( T_k \) is independent of \((X_1, \ldots, X_{2k-1})\), and

\[
(X_1, \ldots, X_{2k-1}) \overset{d}{=} G \cdot (Y_1, \ldots, Y_{2k-1}),
\]

where \( G \) has density

\[
\frac{1}{2^{k-1}(k-1)!} X^{2k-1} e^{-x^2/2} 1_{[x \geq 0]}, \quad (1.3.1)
\]
and \((Y_1, \ldots, Y_{2k-1})\) is Dirichlet\((1,1,\ldots,1)\)-distributed and is independent of \(G\).

**Exercise 1.3.5.** Show that for \(\ell \geq 0\), if \(H \) is Gamma\(((\ell + 1)/2, 1/2)\)-distributed then \(G = \sqrt{H}\) has density

\[
\frac{1}{2^{(\ell-1)/2}} \Gamma((\ell+1)/2) x^{\ell} e^{-x^2/2} 1_{x \geq 0}.
\]

**Exercise 1.3.6.** [A little informal but shouldn’t be too hard to make sense of.] Construct a sequence of binary trees with edge lengths as follows. Let \(T_k\) consist of a single point. For \(k \geq 1\), let \(T_k\) be the tree obtained from \(T_{k-1}\) by attaching a line-segment of length \(P_k - P_{k-1}\) to a uniform point of \(T_{k-1}\) and giving the new leaf the label \(k\). For \(k \geq 1\) and \(e \in e(T_k)\) write \(\text{len}(e)\) for the edge length of \(e\) in \(T_k\). (When new leaves are attached, edges are subdivided and their length is split accordingly.) Note that \(T_k\) has total length \(P_k\).

(a) Show that \((T_k, (\text{len}(e), e \in T_k))\) has density \(P_k e^{-P_k^2/2}\).

(b) Show that if edge lengths are ignored, then \(T_{k+1}\) is formed from \(T_k\) by choosing a uniformly random edge, subdividing it, and attaching a leaf with label \(k + 1\) to the newly formed vertex.

### 1.4 Local structure

For a node \(v\) in a rooted tree \(t = (V,E,\rho)\), write \(t^\uparrow_v\) for the subtree of \(t\) rooted at \(v\). The nodes of \(t^\uparrow_v\) are precisely the nodes \(w\) for which \(v \in [\rho, w]\).

The next proposition describes the distribution of the subtree rooted at a typical node in a uniformly random tree.

**Proposition 1.4.1.** Let \(T \in_u \mathcal{T}_n\). Then for any \(v \in [n]\) and any \(1 \leq k \leq n\),

\[
P\left\{ |T^\uparrow_v| = k \right\} = \frac{k^{k-1}}{k!} \left( \frac{n-k}{n} \right)^{n-k} \frac{(n-1)_{k-1}}{n^{k-1}}.
\]

Moreover, the vertex set of \(T^\uparrow_v\), excluding \(v\), is a uniformly random subset of \([n] \setminus \{v\}\) conditional on its size, and \(T^\uparrow_v\) is a uniformly random tree rooted at \(v\) conditional on its vertex set.

**Proof.** Let

\[
\mathcal{T}_n(v,k) = \{ t \in \mathcal{T}_n : |t^\uparrow_v| = k \}.
\]

We may describe a tree \(t\) in \(\mathcal{T}_n(v,k)\) in four steps.

1. Specify the vertex set of \(t^\uparrow_v\).
2. Specify the tree \(t^\uparrow_v\).
3. Specify the tree \(t - t^\uparrow_v\) obtained by removing \(t^\uparrow_v\) from \(t\).
4. Specify the parent of \( v \) in \( t - t_v^\uparrow \).

In order to have \( t \in \mathcal{T}_n(v, k) \), the vertex set of \( t_v^\uparrow \) must consist of \( v \) and \( k - 1 \) other vertices, so there are \( \binom{n-1}{k-1} \) choices for the first step.

Having chosen the vertex set of \( t_v^\uparrow \), there are then \( k^{k-2} \) possibilities for \( t_v^\uparrow \) by Cayley’s formula (note that the root of \( t_v^\uparrow \) is always \( v \)).

Finally, having chosen the vertex set of \( t_v^\uparrow \), there are \( (n-k)^{n-k-1} \) choices for the tree \( t - t_v^\uparrow \), and \( (n-k) \) choices for the parent of \( v \) in \( t - t_v^\uparrow \).

It follows that

\[
|\mathcal{T}_n(v, k)| = \frac{(n-1)}{k-1} k^{k-2} (n-k)^{n-k}.
\]

The first equality asserted in the proposition follows by Cayley’s formula since \( P\{ |t_v^\uparrow| = k \} = |\mathcal{T}_n(v, k)| / |\mathcal{T}_n| \) and since

\[
\frac{1}{n^{n-1}} \binom{n-1}{k-1} k^{k-2} (n-k)^{n-k} = \frac{k^{k-1}}{k!} \left( \frac{n-k}{n} \right)^{n-k} \frac{(n-1)_{k-1}}{n^{k-1}}.
\]

For the remaining assertions of the proposition, if rather than requiring only that \( |t_v^\uparrow| = k \), we require that \( t_v^\uparrow = t \) for a specific tree \( t \) with \( k \) vertices and root \( v \), then to fully describe \( t \) we need only specify \( t - t_v^\uparrow \) and the parent of \( v \) in \( t - t_v^\uparrow \). Thus, the number of trees \( t \in \mathcal{T}_n \) with \( t_v^\uparrow = t \) is

\[
|\{ t \in \mathcal{T}_n : t_v^\uparrow = t \}| = (n - |t|) \cdot (n - |t|)^{n-|t|-1} = (n-k)^{n-k}.
\]

The other assertions follow since this quantity depends on \( t \) only through its size.

**Corollary 1.4.2.** Let \( T \in \mathcal{T}_n \). Then for fixed \( k \), as \( n \to \infty \), for any \( v \in [n] \),

\[
P\{ |T_v^\uparrow| = k \} = (1 + o(1)) \frac{k^{k-1} e^{-k}}{k!}.
\]

**Proof.** This is immediate from the proposition since \( \left( \frac{n-k}{n} \right)^{n-k} = (1 + o(1)) e^{-k} \) and \( (n-1)_{k-1}/n^{k-1} = 1 + o(1) \).

It is not obvious that

\[
\sum_{k \geq 1} \frac{k^{k-1} e^{-k}}{k!} = 1,
\]

so that the expression on the right-hand side of the display in Corollary 1.4.2 defines a probability distribution, but this is in fact the case. The distribution is called the Borel distribution with parameter 1, or the Borel(1) distribution for short, so Corollary 1.4.2 says that \( |T_v^\uparrow| \) converges in distribution to a Borel(1) random variable.

In fact, the Borel(1) distribution is the distribution of the total number of individuals in a Poisson(1) branching process, which is finite almost surely.\(^{10}\)

\(^{10}\) Elaborate on this, here or later...
Exercise 1.4.1. Let \( T \in_u \mathcal{T}_n \). Show that for any fixed \( i \in \mathbb{N} \), as \( n \to \infty \), the vector \( (|T_i^n|, 1 \leq j \leq i) \) converges in distribution to a vector of independent Borel(1) random variables. In other words, for any fixed positive integers \( n_1, \ldots, n_i \)

\[
P \left\{ |T_i^n| = n_j, 1 \leq j \leq i \right\} \to \prod_{j=1}^{i} \frac{n_j^{-1} e^{-n_j}}{n_j!}
\]
as \( n \to \infty \).

Exercise 1.4.2. Fix \( n \in \mathbb{N} \), let \( T \in_u \mathcal{T}_n \) and let \( L \) be the smallest-labeled leaf of \( T \). Let \( W \in_u [n] \) be independent of \( T_n \). Write \( p(n) = P \left\{ L \in T_W^n \right\} \). Show that \( p(n) \to 0 \) as \( n \to \infty \).

We can use the distribution of a random subtree to understand the structure of the random tree \( T \in_u \mathcal{T}_n \) close to the root.

Proposition 1.4.3. Fix any integer \( k \geq 1 \). Let \( V \in_u [n]^{n-1} \) and let \( T = T(V) \). For \( 1 \leq i < k \) let \( T_{V_i}^* \) be the subtree of \( T \) consisting of descendants of \( V_i \) which are not descendants of \( V_{i+1} \). Then as \( n \to \infty \), the trees \( (T_i^*, 1 \leq i < k) \) are independent uniformly random trees conditional on their vertex sets and the labels of their roots. Moreover, their sizes \( (|T_i^n|, 1 \leq i < k) \) are asymptotically independent and Borel(1)-distributed.

Proof. The fact that \( T_{V_1}^*, \ldots, T_{V_k}^* \) are independent uniformly random trees conditional on their vertex sets and the labels \( V_1, \ldots, V_k \) of their roots is immediate from the fact that \( T \) is a uniformly random tree. We thus focus on proving that the sizes \( (|T_i^n|, 1 \leq i < k) \) are asymptotically independent and Borel(1)-distributed.

Let \( \hat{T} \in_u \mathcal{T}_n \), let \( W \in_u [n] \) be independent of \( \hat{T} \), and let \( T \) be obtained from \( \hat{T} \) by rerooting at vertex \( W \); then \( T \in_u \mathcal{T}_n \) as well.

Now write \( V = (V_1, \ldots, V_{n-1}) = v(T) \), and note that \( W = V_1 \). Then \( T_{V_1}^* = T_W^* = \hat{T}_{V_1}^* \) unless the smallest labeled leaf \( \hat{L} \) of \( \hat{T} \) is in \( \hat{T}_{V_1}^* \). For any \( n_1 \geq 1 \) we have

\[
P \left\{ |T_{V_1}^*| = n_1 \right\} = P \left\{ |T_{V_1}^*| = n_1, \hat{L} \notin \hat{T}_W^* \right\} + P \left\{ |T_{V_1}^*| = n_1, \hat{L} \in \hat{T}_W^* \right\}
=
P \left\{ |T_W^*| = n_1, \hat{L} \notin \hat{T}_W^* \right\} + P \left\{ |T_{V_1}^*| = n_1, \hat{L} \in \hat{T}_W^* \right\}
=
P \left\{ |T_W^*| = n_1 \right\} - P \left\{ |T_W^*| = n_1, \hat{L} \in \hat{T}_W^* \right\} + P \left\{ |T_{V_1}^*| = n_1, \hat{L} \in \hat{T}_W^* \right\}
\]

so

\[
|P \left\{ |T_{V_1}^*| = n_1 \right\} - P \left\{ |T_W^*| = n_1 \right\}| \leq P \left\{ \hat{L} \in \hat{T}_W^* \right\}.
\]

It follows by Exercise 1.4.2 that

\[
|P \left\{ |T_{V_1}^*| = n_1 \right\} - P \left\{ |T_W^*| = k \right\}| \to 0
\]
as \( n \to \infty \); by Corollary 1.4.2 and since \( W \) is independent of \( \hat{T} \), it follows that \( |T_{V_1}^n| \) is asymptotically Borel(1)-distributed.

For \( k > 1 \), we argue by induction. Let \( n' = n - |T_{V_1}^n| \), let \( T' = T_{V_2}^n \) and let \( V' = (V_1', \ldots, V_{n'}') = v(T') \). If \( V_1, \ldots, V_k \) are all distinct, then 
\[
(V_1', \ldots, V_{k-1}') = (V_2, \ldots, V_k)
\]
and
\[
(T_{V_2}^{n'}, \ldots, T_{V_k}^{n'}) = (T_{V_1'}^{n'}, \ldots, T_{V_{k-1}'}^{n'})
\]
Writing \( E \) for the event that \( V_1, \ldots, V_k \) are all distinct, then for any integers \( n_2, \ldots, n_k \geq 1 \),
\[
P\left\{ (|T_{V_2}^n|, \ldots, |T_{V_k}^n|) = (n_2, \ldots, n_k) \mid |T_{V_1}^n| = n_1 \right\}
- P\left\{ (|T_{V_2}^{n'}|, \ldots, |T_{V_k}^{n'}|) = (n_2, \ldots, n_k) \mid |T_{V_1}^{n'}| = n_1 \right\}
\leq P\left\{ E^c \mid |T_{V_1}^n| = n_1 \right\} \to 0
\]
as \( n \to \infty \), since \( P\{E\} \to 0 \) and \( P\{|T_{V_1}^n| = n_1\} \) is bounded away from zero.

Now, for any fixed integer \( n_1 \geq 1 \), conditionally given that \( |T_{V_1}^n| = n_1 \), we have \( n' = n - |T_{V_1}^n| \to \infty \) as \( n \to \infty \), so it follows by induction that under this conditioning, \( (|T_{V_1}^{n'}|, \ldots, |T_{V_k}^{n'}|) \) are asymptotically independent and Borel(1)-distributed:
\[
P\left\{ (|T_{V_1}^{n'}|, \ldots, |T_{V_k}^{n'}|) = (n_2, \ldots, n_k) \mid |T_{V_1}^{n'}| = k \right\} \to \prod_{j=2}^{k} \frac{n_j^{n_j-1}e^{-n_j}}{n_j!}.
\]
This completes the inductive step and the proof.

\[\square\]

**Exercise 1.4.3.** Let \( T \in \mathcal{F}_n \) and let \( (V_1, \ldots, V_n) = v(T) \). List the children of \( V_1 \) in increasing order of label as \( U_{11}, \ldots, U_{1c} \). Show that for any fixed integers \( 1 \leq b \leq c \),
\[
P\{ C = c, V_2 = U_b \} \to \frac{1}{e^c c!}
\]
as \( n \to \infty \). (Suggestion: use Proposition 1.2.3 to estimate the degree of \( V_1 \), and argue that \( V_2 \) is asymptotically a uniformly random child of \( V_1 \).)

The above proposition describes the local structure of a large, uniformly random tree near its root - it consists of a long path (an infinite path in the \( n \to \infty \) limit) of independent uniformly random Borel(1)-sized trees. Exercise 1.4.3 additionally tells us that if we order the children of each node from left to right in increasing order of label, then for each node on the infinite path, the child through which the infinite path continues is uniformly random. This structure was described (in slightly different but essentially equivalent ways) by Kennedy\(^{11}\) and by Grimmett (1980)\(^{12}\).
1.5 Connected graphs beyond trees

The bijections developed above may also be used to understand the global structure of connected graphs which contain cycles. For this section it’s sometimes useful to allow multigraphs, which are graphs which may have multiple edges between vertices, and may also have loop edges. For a multigraph $G = (V,E)$ and an edge $e \in E$, we write $\text{mult}(e) = \text{mult}(e;G)$ for the number of copies (the multiplicity) of $e$ in $G$. However, “graph” means “simple graph”, unless otherwise stated.

The surplus of a connected multigraph $G = (V,E)$ is the integer $s(G) := 1 + |E| - |V|$, which is the number of edges more than a tree that $G$ has. The goal of this section is to describe the global structure of random connected graphs with large size and with a fixed surplus.

We define a core to be a connected graph $C$ with minimum degree 2. Given a connected graph $G$, the core of $G$, denoted $C(G)$, is the maximum induced subgraph of $G$ with minimum degree 2.

Exercise 1.5.1. The core of a connected graph is unique.

Fix a core $C$ with $v(C) \subset [n]$, and write $k = |v(C)|$. There is a natural bijection between the set of graphs $G$ with $v(G) = [n]$ and $C(G) = C$, and the set of forests $|\mathcal{F}^v(C)|$: given such a graph $G$, form a forest in $\mathcal{F}^v(C)$ by removing all edges of $C$, and rooting each connected component of the resulting graph at its unique element of $v(C)$. Conversely, given a forest $F$ in $\mathcal{F}^v(C)$, one may form a graph $G$ with $v(G) = [n]$ and $C(G) = C$ by identifying the root of each tree of $F$ with the vertex of $C$ possessing the same label. It follows that

$$|\{\text{Graphs } G : v(G) = [n], C(G) = C\}| = kn^{n-k-1},$$

The kernel of a connected graph $G$ is the multigraph $K(G)$ obtained from the core $C(G)$ by replacing all maximal length paths all of whose internal vertices have degree 2 by edges. Note that $K(G)$ can have multiple edges and loops (and multiple edges which are loops).

An important point is that for any graph $G$, the surplus of $G$, of $C(G)$ and of $K(G)$ are all equal. This can be seen as follows: $C(G)$ can be obtained from $G$ by repeatedly removing leaves (degree-one vertices), and this does not change the surplus. Then, when replacing a path of degree 2 vertices by a single edge, the number of vertices removed is equal to the number of edges removed, so again the surplus does not change.

Suppose $C$ is a core with vertex set $v(C) = V \subset \mathbb{N}$, and let $K = K(C)$ be its kernel. List the edges of $K$ in lexicographic order as $e(1), \ldots, e(m)$, with $e(m) = (u(m), v(m))$ and $u(m) \leq v(m)$. (Each
edge \( e \) appears in this list a number of times equal to its \( \text{mult}(e; K) \).
Write \( P(i) \) for the path between \( u(i) \) and \( v(i) \) in \( C \) which is replaced by the edge \( e(i) \) in \( K \), excluding its endpoints.\(^3\) Then \( C \) may be recovered from the kernel \( K \) together with the paths \( (P(i), 1 \leq i \leq m) \).

The reconstruction of \( C \) from \( K \) and the paths \( P(1), \ldots, P(m) \) is not necessarily a one-to-one map. Note that if \( e \in e(K) \) has multiplicity \( m - \) say \( e \) appears in the list of edges as \( e(i + 1), \ldots, e(i + m) \) - then permuting the paths \( P(i + 1), \ldots, P(i + m) \) results in an identical reconstruction. Also, if \( e(i) \) is a loop, then there are two choices how to list the path \( P(i) \). It follows that

\[
|\{ \text{Cores } C : v(C) = V, K(C) = K \}| = \prod_{e \in e(K)} \frac{2^{-\text{mult}(e; K)1_{[e \text{ loop}]}}}{\text{mult}(e; K)!} \cdot \sum_{(P_1, \ldots, P_m) \text{ valid}} 1_{[P_1, \ldots, P_m] \text{ valid}}. \tag{1.5.1}
\]

In this expression, the sum is over valid\(^4\) \( m \)-tuples of (possibly empty) paths \( (P_1, \ldots, P_m) \) with disjoint vertex sets whose union is \( V \setminus v(K) \).

**Proposition 1.5.1.** Fix a kernel \( K \) with vertex set \([k]\) and with \( m \) edges. Then as \( \ell \to \infty \), the number of cores \( C \) with \( v(C) = \ell \) and with \( K(C) = K \) is

\[
(1 + o(1)) \prod_{e \in e(K)} \frac{2^{-\text{mult}(e; K)1_{[e \text{ loop}]}}}{\text{mult}(e; K)!} \cdot \frac{(\ell - k)!\ell^{m-1}}{(m - 1)!}. \tag{1.5.2}
\]

**Proof.** By (1.5.1), it suffices to show that the number of valid \( m \)-tuples with disjoint vertex sets whose union is \( \ell \setminus [k] \) is

\[
(1 + o(1)) \frac{(\ell - k)!\ell^{m-1}}{(m - 1)!} = (1 + o(1)) \frac{(\ell - k)!\ell^{m-1}}{(m - 1)!}. \tag{1.5.2}
\]

The two expressions in (1.5.2) have the same asymptotic behaviour for \( k \) fixed as \( \ell \to \infty \), but the next construction more naturally relates to the second expression, which is why we provided it.

We may form such an \( m \)-tuple \( (P_1, \ldots, P_m) \) as follows.

1. Choose an ordering \( (s_1, \ldots, s_{\ell-k}) \) of \( \ell \setminus [k] \)
2. Choose \( (i_1, \ldots, i_{m-1}) \in [\ell - k + 1]^{m-1} \)
3. List \( (i_1, \ldots, i_{m-1}) \) in non-decreasing order as \( (i(1), \ldots, i(m-1)) \); set \( i(0) = 1 \) and \( i(m) = \ell - k + 1 \).
4. For \( 1 \leq j \leq m \), let \( P_j = s_{i(j-1) + 1}, s_{i(j-1) + 2}, \ldots, s_{i(j)} \).\(^5\)

Note that if \( 3 \leq i_1, \ldots, i_{m-1} \leq \ell + k - 1 \), and \( i(j) \geq i(j - 1) + 2 \) for all \( 1 \leq j \leq m \), then \( P_1, \ldots, P_m \) all contain at least two vertices, so \( (P_1, \ldots, P_m) \) is valid. Therefore, if \( \ell \) is large and \( i_1, \ldots, i_{\ell-1} \) are independent, uniform samples from \( \ell \setminus [k] \), then with high probability \( P_1, \ldots, P_m \) is valid.

\(^3\) This means that if \( e(i) \) is actually an edge of \( C \) then \( P(i) \) is empty; otherwise it is non-empty. Note that only one copy of an edge can have an empty path, since \( C \) is simple.

\(^4\) By saying \( (P_1, \ldots, P_m) \) is valid, we mean that (a) for any \( 1 \leq i < j \leq m \) such that \( e(i), \ldots, e(j) \) are copies of the same edge, at most one of \( P_i, \ldots, P_j \) is empty, and (b) for any \( 1 \leq i \leq m \), if \( e(i) \) is a loop then \( P_i \) has at least two vertices. This ensures that the reconstruction results in a simple graph.

\(^5\) If \( i(j-1) = i(j) \) then \( P_i \) is empty.
If \(i_1, \ldots, i_{m-1}\) are all distinct, then there are \((m-1)!\) different orderings of \(i_1, \ldots, i_{m-1}\), and each yields the same non-decreasing reordering \((i(1), \ldots, i(m-1))\). This implies that the expression in (1.5.2) is a lower bound on the number of valid \(m\)-tuples with disjoint vertex sets whose union is \([\ell] \setminus [k]\).

Finally, the number of choices of \((i_1, \ldots, i_{m-1}) \in [\ell - k + 1]^{m-1}\) with at least two of \(i_1, \ldots, i_{m-1}\) taking the same value or neighbouring values is \(O((\ell - k + 1)^{m-2}) = O(\ell^{m-2}) = o(\ell^{m-1})\); so \(m\)-tuples with at least one empty path contribute a lower-order term to the overall count. It follows that the number of valid \(m\)-tuples \((P_1, \ldots, P_m)\) with disjoint vertex sets whose union is \([\ell] \setminus [k]\) is \((1 + o(1))(\ell - k)!/(\ell - k + 1)^{m-1}((m-1)!\), as required.

For positive integers \(n\) and \(s\), write \(\mathcal{G}_{n,s}\) for the set of connected graphs with vertex set \([n]\) and with surplus \(s\).

**Corollary 1.5.2.** Fix \(s \geq 2\), and let \(C = C_\ell\) be a uniformly random core with \(v(C) = [\ell]\) and surplus \(s(C) = s\). Then as \(\ell \to \infty\), with high probability \(K(C)\) is a \(3\)-regular multigraph with \(2(s - 1)\) vertices and \(3s - 2\) edges, and for any fixed such multigraph \(K\),

\[
\lim_{\ell \to \infty} \mathbb{P}\{K(C_\ell) = K\} \propto \prod_{e \in e(K)} \frac{2^{-1|e \text{ loop}|}}{\text{mult}(e; K)!}.
\]

**Proof.** Any kernel \(K\) has minimum degree 3, and so has \(|e(K)| \geq 3|v(K)|/2\) and surplus

\[
1 + |e(K)| - |v(K)| \geq 1 + |v(K)|/2.
\]

It follows that if \(K\) has surplus \(s\) then \(|v(K)| \leq 2(s - 1)\).

We now divide the set of cores with surplus \(s\) according to their kernel. In what follows when we write \(\sum_K\) we implicitly mean that \(K\) is a kernel. We have

\[
|\{\text{Cores } C : v(C) = [\ell], s(C) = s\}| = \sum_K |\{\text{Cores } C : v(C) = [\ell], s(C) = s, K(C) = K\}|
\]

\[
= \sum_{k=1}^{2(s-1)} \sum_{K: v(K) = [k]} \binom{\ell}{k} |\{\text{Cores } C : v(C) = [\ell], s(C) = s, K(C) = [k]\}|.
\]

A kernel with \(v(K) = [k]\) and with surplus \(s\) has \(m = k - 1 + s\) edges,
so by Proposition 1.5.1, it follows that this number is \((1 + o(1))\) times

\[
\sum_{k=1}^{2(s-1)} \sum_{K : v(K) = [k]} \left( \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!} \cdot \frac{(\ell - k)! \ell^k}{(k + s - 2)!} \right) = \sum_{k=1}^{2(s-1)} \sum_{K : v(K) = [k]} \prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!} \cdot \frac{\ell! \ell^{k+s-2}}{k!(k + s - 2)!}.
\]

For \(\ell\) large, the term \(k = 2(s-1)\) dominates, due to the factor \(\ell^{k+s-2}\), so this sum is in turn \((1 + o(1))\) times

\[
\sum_{K : v(K) = [2(s-1)]} \prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!} \cdot \frac{\ell! \ell^{3s-4}}{(2s-2)!(3s-4)!} = \sum_{K : v(K) = [2(s-1)]} \prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!} \cdot \frac{\ell! \ell^{3s-4}}{(2s-2)!(3s-4)!},
\]

the last equality holding since when \(v(K) = [2(s-1)]\) and \(s(K) = s\), necessarily \(K\) is 3-regular and so any loop edges in \(K\) must have multiplicity 1.

In particular, this implies that

\[
|\{\text{Cores } C : v(C) = [\ell], s(C) = s\}| = (1 + o(1)) |\{\text{Cores } C : v(C) = [\ell], s(C) = s, v(K(C)) = 2(s-1)\}|,
\]

which proves the first assertion of the corollary. For the second assertion, it suffices to note that the terms in the sum in (1.5.3) only depend on \(K\) via the product term \(\prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!}\), so the probability that the kernel equals \(K\) must be proportional to this product.

\[\square\]

**Corollary 1.5.3.** Fix \(s \geq 2\). Then as \(\ell \to \infty\),

\[
|\{\text{Cores } C : v(C) = [\ell], s(C) = s\}| = (1 + o(1)) \left(\frac{\ell! \ell^{3s-4}}{(2s-2)!(3s-4)!}\right) \cdot \sum_{\text{Kernels } K} \prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!}.
\]

**Proof.** This is immediate from (1.5.3). \[\square\]

The above computations now allow us to figure out the typical core size for a large random graph with a fixed surplus. So that the formulas don’t get too cumbersome, it’s useful to write

\[
\kappa(s) = \frac{1}{(2s-2)!(3s-4)!} \sum_{\text{Kernels } K} \prod_{e \in E(K)} \frac{2^{\text{mult}(e;K) \mathbf{1}_{e \text{ loop}}}}{\text{mult}(e;K)!}
\]

for \(s \geq 2\).
so that the formula on the right-hand side of the above corollary becomes \((1 + o(1))\kappa(s)/\ell e^{3s-4}\).

**Theorem 1.5.4.** Fix any positive integer \(s \geq 1\). Then as \(n \to \infty\),

\[
|\mathcal{G}_{n,s}| = (1 + o(1))\kappa(s) \cdot n^{n-2+3s/2} \int_0^\infty x^{3s-3} e^{-x^2/2} dx.
\]

Moreover, if \(G \in_{\ell} \mathcal{G}_{n,s}\) then

\[
|v(C(G))|/n^{1/2} \xrightarrow{d} X
\]

where \(X \xrightarrow{d} \sqrt{\text{Gamma}(\frac{3s-2}{2}, \frac{1}{2})}\) has density

\[
\frac{1}{2^{(3s-4)/2} \Gamma((3s-2)/2)} x^{3s-3} e^{-x^2/2} 1_{[x \geq 0]}.
\]

**Proof.** We prove the theorem for \(s \geq 2\) and leave the case \(s = 1\) as an exercise. To specify a graph \(G\) in \(\mathcal{G}_{n,s}\) we may first specify the vertex set of the core, then specify the core itself, and finally specify the trees which are attached to the core. It follows that

\[
|\{G \in \mathcal{G}_{n,s}: |v(C(G))| = \ell\}| = (1 + o(1))\left(\frac{n}{\ell}\right)^\ell \cdot \kappa(s) \ell e^{3s-4} \cdot \ell n^{n-\ell-1} = (1 + o(1))\kappa(s) n n^{n-\ell-1} \ell^{3s-3}.
\]

We would like to argue that only terms with \(\ell = O(n^{1/2})\) contribute asymptotically to \(|\mathcal{G}_{n,s}|\). To see this, first note that using the Taylor expansion \(\log(1 - x) = -x + O(x^2)\) we have

\[
(n)_\ell = n^{\ell} \prod_{i=0}^{\ell-1} (1 - i/n) = n^\ell \exp\left(-\frac{\ell^2}{2n} + O\left(\frac{\ell^3}{n^2}\right)\right).
\]

For \(\ell = O(n^{1/2})\) this gives

\[
|\{G \in \mathcal{G}_{n,s}: |v(C(G))| = \ell\}| = (1 + o(1))\kappa(s) n^\ell e^{-\ell^2/2n}
\]

It follows that the total number of graphs \(G \in \mathcal{G}_{n,s}\) with \(|v(C(G))| = o(n^{1/2})\) is \(o(\mathcal{G}_{n,s})\). Next, summing over graphs \(G\) with \(|v(C(G))| = \Theta(n^{1/2})\) also yields the lower bound

\[
|\mathcal{G}_{n,s}| = \Omega(n^{n-1/2+(3s-3)/2}).
\]

Also, if \(\omega(n)\) is any function with \(\omega(n) \to \infty\) as \(n \to \infty\), then the upper bound \((n)_\ell \leq n^\ell e^{-\ell(\ell-1)/2n}\) gives the bound

\[
|\{G \in \mathcal{G}_{n,s}: |v(C(G))| \geq \omega(n)\}| \leq (1 + o(1))\kappa(s) n^{n-1} \sum_{\ell \geq \omega(n)} \ell e^{3s-3} e^{-\ell(\ell-1)/2n} = (1 + o(1))\kappa(s) n^{n-1+(3s-3)/2} \sum_{\ell \geq \omega(n)} (\ell/\ell^{1/2})^{3s-3} e^{-\ell(\ell-1)/2n} = o(n^{n-1/2+(3s-3)/2}) = o(|\mathcal{G}_{n,s}|).
\]
It follows from these bounds only graphs in $\mathcal{G}_{n,s}$ with core size $\Theta(n^{1/2})$ contribute asymptotically, and therefore (1.5.4) gives

$$|\mathcal{G}_{n,s}| = (1 + o(1))\kappa(s)n^{n - 2 + 3s/2} \int_0^\infty y^{3s - 3}e^{-y^2/2}dy.$$ 

When $\ell = \ell(n) = (1 + o(1))nx^{1/2}$, equation (1.5.4) also gives

$$|\{G \in \mathcal{G}_{n,s} : |v(C(G))| = \ell\}| = (1 + o(1))\kappa(s)n^{n - 2 + 3s/2}x^{3s - 3}e^{-x^2/2}.$$ 

For $G \in \mathcal{G}_{n,s}$, these estimates imply that for $\ell = \theta(n^{1/2})$,

$$\mathbb{P}\{|v(C(G))| = \ell\} = (1 + o(1))\left(\frac{\ell}{n^{1/2}}\right)^{3s - 3}e^{-\ell^2/(2n)} \left(\int_0^\infty y^{3s - 3}e^{-y^2/2}dy\right)^{-1}.$$ 

or else note that since $x^{3s - 3}e^{-x^2/2}/\int_0^\infty y^{3s - 3}e^{-y^2/2}dy$ must be a probability density on $[0, \infty)$, it must be equal to the density from Exercise 1.3.5.

**Exercise 1.5.2.** Fix an integer $s \geq 0$, let $G_n \in \mathcal{G}_{n,s}$, and list the leaves of $G_n$ in increasing order as $(L_i, i \geq 1)^{16}$

For $k \geq 1$ let $C^s_k$ be the subgraph of $G_n$ containing the core $C(G_n)$ together with the paths from $L_i$ to $C(G_n)$ for $1 \leq i \leq k$. Let $K^s_k$ be the graph obtained from $C^s_k$ by replacing all maximal length paths all of whose internal vertices have degree 2 by edges. For $e \in e(K^s_k)$ write $\text{len}(e)$ for the number of edges of the path in $C^s_k$ which gives rise to edge $e$ in $K^s_k$.

(a) Prove that for all $k \geq 1$ there is the joint convergence

$$\frac{1}{n^{1/2}}|v(C^s_k)| \overset{d}{\to} G$$

$$\frac{1}{n^{1/2}}(\text{len}(e), e \in e(K^s_k)) \overset{d}{\to} G \cdot (X_i, 1 \leq i \leq 3s - 3 + 2k),$$

where $G$ is distributed as $\sqrt{\text{Gamma}((3s - 2 + 2k)/2, 1/2)}$ and $(X_i, 1 \leq i \leq 3s - 3 + 2k)$ is Dirichlet$(1, 1, \ldots, 1)$-distributed and is independent of $G$.

(b) Prove that

$$\frac{1}{n^{1/2}} \left(\frac{|v(C^s_k)|}{|v(C^s_k)|}, \frac{|v(C^s_k)| - |v(C^{s-1}_k)|}{|v(C^s_k)|}\right) \overset{d}{\to} \text{Dirichlet}(3s - 4 + 2k, 1),$$

where the limiting vector is independent of the limit $G$ in part (a).
(c) Let $P$ be a Poisson process on $[0, \infty)$ with rate $\lambda(t) = t$. Independently of $P$, let $H$ be distributed as $\sqrt{\text{Gamma}(3s - 2)/2, 1/2}$, and list the atoms of $P$ which fall in $[H, \infty)$ in increasing order as $H =: P_0 < P_1 < P_2 < \ldots$. Prove that for all $k \geq 1$, $P_k$ is $\sqrt{\text{Gamma}((3s - 2 + 2k)/2, 1/2)}$-distributed.

(d) With the notation of part (c), show that for any $k \geq 0$, $\left( \frac{P_k}{P_{k+1}}, \frac{P_{k+1} - P_k}{P_{k+1}} \right)$ is Dirichlet($3s - 2 + 2k, 1$)-distributed and is independent of $P_{k+1}$. 
2 Bienaymé trees

2.1 Plane trees and the Ulam-Harris tree

The Ulam-Harris tree \( \mathcal{U} \) has nodes labelled by \( \bigcup_{n \geq 0} \mathbb{N}^n \), where \( \mathbb{N}^0 := \{ \emptyset \} \). The node \( \emptyset \) is the root. In general, a node at level \( n \) is labeled by a string \( v = v_1v_2\ldots v_n \); it has parent \( \text{par}(v) = v_1v_2\ldots v_{n-1} \) and children \( (vi, i \geq 1) = (v_1\ldots v_ni, i \geq 1) \). We think of the children of \( v \) as being born one-at-a-time: first \( v1 \), then \( v2 \) and so on. If \( i < j \) we say \( vi \) is an older sibling of \( vj \).

We write \( \mathcal{U} = \bigcup_{n \geq 0} \mathbb{N}^n \), identifying \( \mathcal{U} \) with the set of labels of its nodes. (This is a bit sloppy, since the Ulam-Harris tree is not the only graph with these node labels, but this shouldn’t cause any confusion.)

A subtree of \( \mathcal{U} \) is a set \( t \subset \mathcal{U} \) with the following properties:

(a) \( \emptyset \in t \).

(b) If \( v \in t \) then \( \text{par}(v) \in t \); the ancestors of \( v \) are all in \( t \) as well.

(c) If \( v \in t, v = wi \) then \( wj \in t \) for all \( j \leq i \); the older siblings of \( v \) are all in \( t \) as well.

Given a subtree \( \mathcal{t} \) of \( \mathcal{U} \), for \( v \in \mathcal{t} \) we write \( c(v; \mathcal{t}) = \max(i : vi \in \mathcal{t}) \); this is the outdegree, or number of children of \( v \) in \( \mathcal{t} \), and it may be infinite. We also write \( t_n := \mathcal{t} \cap \mathbb{N}^n \), and \( t_{\leq n} = \bigcup_{m=0}^{n} t_m \) and the like.

A subtree \( t \subset \mathcal{U} \) is finite if \( |t| < \infty \). It is locally finite if \( t_n := t \cap \mathbb{N}^n \) is finite for all \( n \). Its height is \( \text{ht}(\mathcal{t}) := \max(n : t_n \neq \emptyset) \).

From now on, the phrase “plane tree” means “locally finite subtree of \( \mathcal{U} \)”, and we write \( \mathcal{T} \) for the set of plane trees. Equivalently, a plane tree is a rooted tree \( t \) in which each node has finitely many children, together with a left-to-right ordering of the children of each vertex of \( t \). The left-to-right orderings endows the nodes of a plane tree with a canonical labeling by strings of positive integers, as follows. The root is labeled by \( \emptyset \); recursively, the children of a node with label \( i_1, \ldots, i_k \) are labeled in left-to-right order by the elements of the set
(i₁, . . . , iₖ, i, 1 ≤ i ≤ c(v; t)). Thus, the children of the root \( \emptyset \) have labels 1, 2, . . . , c(\( \emptyset \); t), the children of the node with label 1 have labels 11, 12, . . . , 1c(1; t), and so forth. By identifying the nodes of a plane tree with their vertex labels, we realize it as a subtree of the Ulam-Harris tree.

We wish to consider random trees, and for this we need to turn the set of trees into a measurable space.

**Definition 2.1.1.** For a plane tree \( t \) and an integer \( n \geq 0 \), let \( [t]_{≤ n} = \{ \text{plane trees } t' : t'_≤ n = t≤ n \} \).

It’s useful to also introduce the notation \([ ]_{< n} := [ ]_{≤ n - 1}\). The equivalence relation \([ ]_{≤ n}\) partitions the set of trees into countably many equivalence classes; we let \( F_n = \sigma([t]_{≤ n} : t \in \mathcal{T}) \), and let \( F = \sigma(\cup_{n \geq 0} F_n) \). Note that \([ ]_{≤ n + 1}\) refines \([ ]_{≤ n}\), which implies that \((F_n, n \geq 0)\) is a filtration. Note that since \([ ]_{≤ n}\) is an equivalence relation, the sets \([ t]_{≤ n}\) are all atoms of \( F_n \).

**Exercise 2.1.1.** Let \( F^\text{fin} = \sigma(\{ \{ t \} : t \in \mathcal{T}, |t| < \infty \}) \) be the \( \sigma \)-algebra generated by finite plane trees. Show that \( F^\text{fin} \subset F \).

Perhaps: To a rooted tree \( t \) with vertex set \([ n]\), we associate a plane tree using the convention that the children of each node are listed in increasing order of label from left to right.

### 2.2 Plane trees and the cycle lemma

For a finite plane tree \( t \), by the **lexicographic ordering** of the vertices of \( T \) we mean the lexicographic ordering of the vertices according to their Ulam-Harris labels. In this ordering, each vertex appears before all its descendants, and the children of a fixed node appear in left-to-right order.

Fix a finite plane tree \( t \), write \( n = |t| \), and list the vertices of \( t \) in lexicographic order as \( v_1, \ldots, v_n \). Then, for \( i \in [n] \) let \( d(i) = c(v_i; t) \), and for \( 0 ≤ i ≤ n \) let \( s(i) = 1 + \sum_{j=1}^{i} (d(j) - 1) \). The sequence \( (s(0), \ldots, s(n)) \) is called the **depth-first queue process** of \( t \).

Imagine exploring the vertices of tree \( t \) in lexicographic order. At time zero, the root of \( t \) has been discovered but no vertices have been explored. For \( 1 ≤ i ≤ n \), at time \( i \), node \( v_i \) is explored, and its set of children is discovered. Then for each \( 0 ≤ i ≤ n \), the quantity \( s(i) \) is the number of vertices of \( t \) which have been discovered but not yet explored. This number is positive until the whole tree has been explored, so \( s(i) > 0 \) for \( 0 ≤ i < n \) and \( s(n) = 0 \). Moreover, \( s(i + 1) ≥ s(i) - 1 \) for each \( 0 ≤ i < n \), since at each step we explore exactly one vertex and discover \( d(i + 1) ≥ 0 \) new vertices.

Conversely, suppose that \( (s_0, \ldots, s_n) \) are non-negative integers with \( s_0 = 1 \) and \( s_n = 0 \), and with \( s_i > 0 \) and \( s_{i+1} ≥ s_i - 1 \) for each
0 ≤ i < n. Then, writing \( d_i = s_i - s_{i-1} - 1 \) for \( i \in [n] \), there is a unique plane tree \( t \) with \( n \) vertices, such that the degrees of the vertices of \( t \) listed in lexicographic order are \( (d_1, \ldots, d_n) \). In other words, the tree \( t \) can be recovered from its depth-first queue process.

**Exercise 2.2.1.** Show carefully that any finite plane tree \( t \) can be recovered from its depth-first queue process.

The following combinatorial identity is fundamental for aspects of the study of branching process. It has been rediscovered in various forms by several researchers; the version we present here is more or less that of Dwass\(^1\).

**Proposition 2.2.1** (Dwass’s cycle lemma). Fix integers \( x_1, x_2, \ldots, x_n \in \{-1, 0, 1, \ldots\} \) with \( x_1 + \ldots + x_n = -r \leq 0 \). For \( j \in Z \) and \( i \in [n] \) let \( s_j(i) = x_{j+1} \mod n + \ldots + x_{j+i} \mod n \). Then there are exactly \( r \) values of \( j \in [n] \) for which \( s_k(i) > -r \) for all \( 0 < i < n \).

**Proof.** We closely follow the proof given by Janson\(^2\). Extend the sequence \( (x_k, k \in [n]) \) to \( Z \) by evaluating the index modulo \( n \), so \( x_k = x_{k+n} \) for all \( i \in Z \). Then extend the definition of \( (s(k), 0 \leq k \leq n) \) to \( Z \) accordingly, by setting \( s(k) = s(k-1) = x_k \) for \( k \in Z \); since we fix \( s(0) = 0 \) this uniquely determines \( s(k) \) for all \( k \in Z \). More precisely, we have

\[
    s(k) = \begin{cases} 
    \sum_{j=1}^{k} x_j & \text{if } k \geq 0 \\
    - \sum_{j=k+1}^{\infty} x_j & \text{if } k < 0 
    \end{cases}
\]

Since \( x_1 + \ldots + x_n = -r \), this implies that \( s(k+n) = s(k) - r \) for all \( k \in Z \). Note also that \( s(i+j) - s(i) = s_j(i) \) for all \( j \in Z \) and \( i \in [n] \). Next let \( m(k) = \min_{-\infty < j \leq k} s(j) \). Since \( s(j-n) = s(j) + r \) for all \( j \in Z \), we also have \( m(k) = \min_{k-n < j \leq k} s(j) \), and moreover \( m(k+n) = m(k) - r \) for all \( k \in Z \). Note also that for all \( k \in Z \), since

---

\(^1\) https://doi.org/10.1214/aoms/1177704376

\(^2\) https://doi.org/10.1214/11-PS188, see Lemma 15.3
\( s(k + 1) = s(k) + x_{k+1}, \)

\[
m(k + 1) = \begin{cases} 
  m(k) - 1 & \text{if } s(k) = m(k) \text{ and } x_{k+1} = -1 \\
  m(k) & \text{otherwise.}
\end{cases}
\]

It follows that

\[
s_k(i) > -r \text{ for all } 0 < i < n \iff \begin{align*}
  &s(k + i) - s(k) > -r \text{ for all } 0 < i < n \\
  &s(k + i - n) - s(k) > 0 \text{ for all } 0 < i < n \\
  &s(j) > s(k) \text{ for } k - n < j < k \\
  &m(k - 1) > s(k) \\
  &m(k - 1) > m(k).
\end{align*}
\]

Finally, since \( m(n) = m(0) - r \) and \( m(i + 1) \geq m(i) - 1 \) for all \( i \), there are exactly \( r \) integers \( k \in \{1, \ldots, n\} \) for which \( m(k - 1) > m(k) \). This completes the proof.

\[\square\]

2.3 Branching processes, Bienaymé trees and the fundamental theorem

Fix a probability distribution \( \mu \) on \( \mathbb{R} \) with \( \mu(\mathbb{N}) = 1 \). A Bienaymé tree with offspring distribution \( \mu \), or a Bienaymé(\( \mu \)) tree for short, is a random plane tree \( T \) which is the family tree of a branching process with offspring distribution. The law \( B_\mu \) of \( T \) is uniquely determined by the following property: for all \( h \geq 1 \), for any plane tree \( t \) of height at most \( h \),

\[
P \{ T^{\leq h} = t \} = B_\mu(\{ t \in T : t^{\leq h} = t \}) = \prod_{v \in t^{\leq h-1}} \mu(\deg_t(v)). \tag{2.3.1}
\]

A Bienaymé(\( \mu \)) tree may be constructed as follows.

* Start from the root (call it \( \emptyset \)), let \( X_\emptyset \) have law \( \mu \).

* Give \( \emptyset \) children 1, \ldots, \( X_\emptyset \).

* Independently for each \( i = 1, \ldots, X_\emptyset \), let \( X_i \) have law \( \mu \).

* Give \( i \) children \( i1, i2, \ldots, iX_i \).

* Repeat forever or until done; call the resulting random tree \( T \).

Equivalently: let \( (X_v, v \in \mathcal{U}) \) be independent with law \( \mu \). Then let \( T \) be the random subtree of \( \mathcal{U} \) in which the root \( \emptyset \) has \( X_\emptyset \) children and more generally, inductively, if \( v \in T \) then \( c(v, T) := X_v \).
Exercise 2.3.1. Suppose that the random variables \((X_v, v \in U)\) are defined on a common probability space \((\Omega, G, P)\). Show that the above construction of \(T\) yields a \(G/F\)-measurable map from \(\Omega\) to \(T\). In other words, \(T\) is a \((T, F)\)-valued random variable.

Let \(Z_n = Z_n(T)\) be the number of individuals of \(T\) in the \(n\)'th generation \(N_n\), and write \(|T| = \sum_{n=0}^{\infty} Z_n\) for the total number of individuals. We say the survival occurs if \(Z_n > 0\) for all \(n\), and otherwise that say that extinction occurs. Equivalently, survival occurs if \(|T| = \infty\), and extinction occurs if \(|T| < \infty\).

Theorem 2.3.1 (Fundamental theorem of branching processes). Let \(X\) be a non-negative random variable integer random variable with distribution \(\mu\), and let \(T\) be \(B_\mu\)-distributed. Then \(P\{|T| = \infty\} > 0\) if and only if one of the following two conditions holds.

- \(P\{X = 1\} = 1\)
- \(E[X] > 1\).

As a warm up, we prove the following lemma.

Lemma 2.3.2. Let \(X\) be \(\mu\)-distributed. Then for all \(n\), \(E[Z_n] = (EX)^n\).

Proof. This is obviously true for \(n = 0\). Supposing the equality holds for a given \(n\), we write
\[
E[Z_{n+1}] = \sum_{i=0}^{\infty} E[Z_{n+1} \mid X_\emptyset = i] P\{X_\emptyset = i\}.
\]

Given that \(X_\emptyset = i\), the children 1, \ldots, \(i\) of \(\emptyset\) are each the root of an independent copy of the whole process, so
\[
E[Z_{n+1} \mid X_\emptyset = i] = i E[Z_n].
\]

We thus have
\[
E[Z_{n+1}] = \sum_{i=0}^{\infty} i E[Z_n] P\{X_\emptyset = i\} = E[Z_n] \cdot E[X] = (EX)^{n+1},
\]
the last step by induction. \(\square\)

Corollary 2.3.3. If \(E[X] < 1\) then \(E|T| < \infty\), so \(P\{|T| = \infty\} = 0\).

Proof. If \(E[X] < 1\) then
\[
E|T| = \sum_{n=0}^{\infty} E[Z_n] = \sum_{n=0}^{\infty} (EX)^n = \frac{1}{1 - E[X]} < \infty.
\]
It follows by Markov’s inequality that \(P\{|T| = \infty\} = 0\). \(\square\)
Here is another approach to the above lemma which gives a little more. For \( n \geq 0 \) let \( \mathcal{F}_n^{\circ} = \sigma(Z_0, \ldots, Z_n) \). Then \( Z_{n+1} = \sum_{v \in T_n} X_v \), so for any fixed subset \( S \) of \( \mathbb{N}^n \),

\[
E \{ Z_{n+1} \mid T_n = S \} = E \left\{ \sum_{v \in S} X_v \mid S = S \right\} = \sum_{v \in S} EX = |S| \cdot EX.
\]

The second inequality holds by linearity of expectation and since \( E \{ X_v \mid S = S \} = EX \). Since \( Z_n = |S| \), it follows that \( E \{ Z_{n+1} \mid \mathcal{F}_n^{\circ} \} = Z_n \cdot EX \). Therefore, if \( EX = 1 \) then \( (Z_n, n \geq 0) \) is an \( \mathcal{F}_n^{\circ} \)-martingale.

More generally, setting \( M_n = M_n(T) = Z_n(T)/(EX)^n \), then \( (M_n, n \geq 0) \) is always an \( \mathcal{F}_n^{\circ} \)-martingale.

**Exercise 2.3.2.** With \( T \) constructed as in Exercise 2.3.1, show that \( M_n = M_n(T) \) is a \( P \)-martingale with respect to \( (\mathcal{F}_n') \), where \( \mathcal{F}_n' = \sigma(X_v, v \in \mathcal{U}_{<n}) \).

Now let \( F(z) = F_{\mu}(z) = E[z^X] = \sum_{k=0}^{\infty} \mu(k)z^k \).

**Proposition 2.3.4** (Fundamental proposition of branching processes). If \( P \{ X = 1 \} < 1 \) then

\[
P \{ |T| < \infty \} = \min_{x \geq 0} \{ F(x) = x \}.
\]

**Proof.** Write \( p = P \{ |T| < \infty \} \). We prove the proposition in two parts: first we show that \( F(p) = p \), and second we show that \( p \) is the smallest non-negative solution of \( F(x) = x \).

The proof of the first part is similar to that of the proof of the lemma. We begin by noting that

\[
|T| < \infty \iff Z_n = 0 \text{ for some } n,
\]

so

\[
p = P \left\{ \bigcup_{n=0}^{\infty} Z_n = 0 \right\}.
\]
The events on the right are increasing (if $Z_n = 0$ then $Z_{n+1} = 0$) so it follows that
\[ p = \lim_{n \to \infty} \Pr\{Z_n = 0\}. \]

Now write $F_1(x) = F(x)$ and for $n > 1$ write $F_n(x) = F(F_{n-1}(x))$, so $F_n(x)$ is the result of applying $F$ to $x$ $n$ times.

We claim that for all $n \geq 1$, $\Pr\{Z_n = 0\} = F_n(0)$. When $n = 1$, we have $F_1(0) = F(0) = \Pr\{X = 0\} = \Pr\{Z_1 = 0\}$. For larger $n$, we apply the same inductive technique as in Lemma 1.

\[
\Pr\{Z_n = 0\} = \sum_{i=0}^{\infty} \Pr\{Z_n = 0 \mid Z_1 = i\} \Pr\{Z_1 = i\}
\]
\[
= \sum_{i=0}^{\infty} \Pr\{Z_{n-1} = 0\}^i \Pr\{X = i\}
\]
\[
= \sum_{i=0}^{\infty} F_{n-1}(0)^i \Pr\{X = i\}
\]
\[
= F(F_{n-1}(0))
\]
\[
= F_n(0).
\]

We now have
\[ p = \lim_{n \to \infty} F_n(0). \]

Since $F_n(0) \to p$ and $F$ is continuous, we also have $F(F_n(0)) \to F(p)$.

\[ \text{Xut } F(F_n(0)) \to p, \text{ so we must have } p = F(p). \]

For the second part, suppose $q$ is any other non-negative solution of $F(x) = x$. By differentiation we see that $F$ is non-decreasing and so since $q \geq 0$ we must have $q = F(q) \geq F(0)$. Repeatedly applying $F$ we see that we must have $q \geq F_n(0)$ for all $n$, and so $q \geq \lim_{n \to \infty} F_n(0) = p$. \hfill \square

**Proof of Fundamental Theorem.** We already saw that if $\mathbb{E}[X] < 1$ then extinction is certain, so we assume that $\mathbb{E}[X] \geq 1$. Case (a) is also obvious so we assume that $\Pr\{X = 1\} < 1$. Note that $F(0) = \Pr\{X = 0\} \geq 0$ and that $F''(x) > 0$ for all $x > 0$. Also,
\[
F'(z) = \left( \sum_{n=0}^{\infty} \Pr\{X = n\} z^n \right)' = \sum_{n=1}^{\infty} n \Pr\{X = n\} z^{n-1},
\]
so $F'(1) = \sum_{n=1}^{\infty} n \Pr\{X = n\} = \mathbb{E}[X]$. If $\mathbb{E}[X] > 1$ then by continuity there is $x < 1$ such that $F(x) < x$, so by the intermediate value theorem, there is $0 \leq y < x$ with $F(y) = y$, and we must have $p < 1$. On the other hand, if $\mathbb{E}[X] = 1$ then since $\Pr\{X = 1\} < 1$ there must be $k > 1$ such that $\Pr\{X = k\} > 0$. It follows that $F''(x) > 0$ for all $x > 0$, so we must have $F(x) > x$ for all $0 \leq x < 1$, and so $p = 1$. \hfill \square

**Exercise 2.3.3.** Let $(Z_n, n \geq 0)$ be the generation sizes in a Bienaymé($\mu$) process $T$. Let $X$ be $\mu$-distributed and write $\alpha = \mathbb{E}X$ and $\sigma^2 = \text{Var}\{X\}$. 

We suppose in this question that $\sigma^2 \in (0, \infty)$ and that $\alpha > 1$. Also, write $M_n = Z_n/(EX)^n$ and let $M$ be the a.s. martingale limit of $M_n$.

(a) Prove that for every $n \geq 0$,

$$E \left\{ Z_{n+1}^2 \mid F_n \right\} = (EX)^2 Z_n^2 + \sigma^2 Z_n.$$  

(b) Prove that for every $n \geq 0$,

$$E [Z_n^2] = \alpha^{2n} + \frac{\sigma^2 (\alpha^n - \alpha^{2n})}{\alpha(1 - \alpha)}.$$  

(c) Prove that $M_n \to M$ in $L_2$ and that $\text{Var} \{ M \} = \frac{\sigma^2}{\alpha(\alpha - 1)}$.

**Exercise 2.3.4.** Fix $\lambda \in [0, \infty)$, let $T$ be a Poisson($\lambda$) Bienaymé tree, and let $\theta(\lambda) = P\{|T| = \infty\}$.

(a) Show that $\theta(\lambda)$ is the largest real solution $x$ of $e^{-\lambda x} = 1 - x$.

(b) Show that $\theta$ is continuous and that $\theta$ is concave and strictly positive on $(1, \infty)$.

(c) Show that for $0 < \lambda \leq 1$, $\theta(\lambda) = 0$, and for $\lambda \geq 2$, $1 - 2e^{-\lambda} \leq \theta(\lambda) \leq 1 - e^{-\lambda}$.

(d) Show that $\theta(\lambda)$ is increasing and $\lambda(1 - \theta(\lambda))$ is decreasing.

(e) Show that $\frac{d}{d\lambda}\theta(\lambda) \uparrow 2$ as $\lambda \downarrow 1$. Conclude that $2e(1 - o(1)) \leq \theta(1 + \epsilon) \leq 2\epsilon$, the first inequality holding as $\epsilon \downarrow 0$.

### 2.4 Conditioning Bienaymé trees to be finite

Let $\mu$ be a probability distribution with support $N$, and let $T$ be Bienaymé($\mu$)-distributed. If $\sum_{i \geq 0} i\mu(i) > 1$ then $P\{|T| = \infty\} > 0$. What is the distribution of $T$ conditioned to be finite?

This question only makes sense provided that $p_0 = \mu(0) > 0$; under this condition, we may understand the conditional law by thinking about the distribution of the number of children at the root.

Writing $q = P\{|T| < \infty\}$, then we have

$$P \{c(\emptyset; T) = j \mid |T| < \infty\} = \frac{P\{c(\emptyset; T) = j\}P\{|T| < \infty \mid c(\emptyset; T) = j\}}{P\{|T| < \infty\}} = \frac{\mu(j)}{q} \cdot q^j.$$  

The last equality is because if the root has $j$ children, then each of their subtrees must be finite in order for the whole tree to be finite. Write $\hat{\mu}$ for the probability measure on $N$ given by $\hat{\mu}(j) = \mu(j)q^{j-1}$.
As a consistency check, note that

\[ \sum_{j \geq 0} \hat{\mu}(j) = \sum_{j \geq 0} \mu(j)q^{j-1} = q^{-1}F_\mu(q) = q^{-1} = 1, \]

since \( q \) is a fixed point of \( F_\mu \); so \( \hat{\mu} \) is indeed a probability measure. Moreover, if \( \hat{X} \) is \( \hat{\mu} \)-distributed then

\[ E\hat{X} = \sum_{j \geq 0} j\mu(j)q^{j-1} = F'_\mu(q) < 1, \]

the last inequality holding because \( F_\mu \) is convex and \( F_\mu(t) < t \) for \( t \in (q, 1) \).

Conditionally given that \( |T| < \infty \) and that \( c(\emptyset, \hat{T}) = j \), the children of \( \emptyset \) are themselves the roots of Bienaymé(\( \mu \)) trees, conditioned to be finite, so their offspring distribution is likewise \( \hat{\mu} \). Continuing in this manner, we see that conditionally given that it is finite, \( |T| \) is distributed as a Bienaymé(\( \hat{\mu} \)) tree.

**Exercise 2.4.1 (Poisson Bienaymé process duality).** Fix \( \lambda > 1 \) and let \( T \) be a Poisson(\( \lambda \)) Bienaymé tree conditioned to be finite.

(a) Show that \( T \) is a Poisson(\( \lambda(1 - \theta(\lambda)) \)) Bienaymé tree. (Suggestion: use Exercise 2.3.4 (a).)

(b) Write \( \lambda = 1 + \epsilon \). Show that \( \lambda(1 - \theta(\lambda)) = 1 - \epsilon(1 + o(1)) \) as \( \epsilon \to 0 \).

(Suggestion: use Exercise 2.3.4 (e).)

2.5 **Conditioned Bienaymé trees**

**Proposition 2.5.1.** Fix a probability distribution \( \mu \) with support \( \mathbb{N} \). Let \( T \) be a Bienaymé tree with offspring distribution \( \mu \), and let \( (D_i, i \geq 0) \) be independent \( \mu \)-distributed random variables. Then for any positive integer \( n \),

\[ P\{|T| = n\} = \frac{1}{n} P\{D_1 + \ldots + D_n = n - 1\}. \]

**Proof.** Let \( \mathcal{D} \) be the set of degree sequences of plane trees with \( n \) vertices, and for \( 0 \leq i < n \) let

\[ \mathcal{D}_i = \{(d_{i+1}, \ldots, d_n, d_1, \ldots, d_{i-1}) : (d_1, \ldots, d_n) \in \mathcal{D}\}. \]

By the cycle lemma, \( \mathcal{D}_0, \ldots, \mathcal{D}_{n-1} \) are disjoint and

\[ \bigcup_{i=0}^{n-1} \mathcal{D}_i = \{(d_1, \ldots, d_n) \in \mathbb{N}^n : d_1 + \ldots + d_n = n - 1\}. \]

Now let \( t \) be any plane tree with \( n \) vertices, and list the vertices of \( t \) in lexicographic order as \( v_1, \ldots, v_n \), and list their degrees as.
Then since $t$ is finite, taking $h \geq n - 1$ in (2.3.1) gives that
\[
P\{T = t\} = \prod_{v \in t} \mu(\deg(v)) = \prod_{i=1}^{n} \mu(d(i)) = P\{(D_1, \ldots, D_n) = (d(1), \ldots, d(n))\}.
\]

Summing over degree sequences in $D$, it follows that
\[
P\{|T| = n\} = P\{(D_1, \ldots, D_n) \in D\} = \frac{1}{n} \sum_{i=1}^{n} P\{(D_1, \ldots, D_n) \in D_i\} = \frac{1}{n} P\{D_1 + \ldots + D_n = n-1\},
\]
as required.

Let $(X_i, i \geq 1)$ be IID with each $X_i$ distributed as $D_1 - 1$, and for $n \geq 0$ let $S_n = 1 + X_1 + \ldots + X_n$. Write $\tau = \inf(m : S_m = 0)$. Then by the cycle lemma,
\[
P\{\tau = n\} = P\{S_n = 0, S_m > 0 \text{ for } 0 \leq m < n\} = \frac{1}{n} P\{S_n = 0\},
\]
so Proposition 2.5.1 implies that $P\{|T| = n\} = P\{\tau = n\}$. A direct way to see this is by thinking of $(S(i), i \geq 0)$ as (an extension of) the depth-first queue process of a Bienaymé tree. If the tree is infinite, then the process goes on forever (and $\tau = \infty$); and if the tree is finite then its size is precisely $\tau$.

Using the above proposition, we can verify the identity (1.4.1) and so show that the Borel(1) distribution is an honest-to-goodness probability distribution. In fact, we may as well show something slightly more general. Fix $\lambda \in [0, 1]$, let $(D_i, i \geq 1)$ be independent Poisson($\lambda$) random variables, and let $T$ be a Bienaymé tree with Poisson($\lambda$) offspring distribution. By the fundamental theorem of branching processes, $P\{|T| < \infty\} = 1$. Moreover, for all $k \in \mathbb{N}$, we have
\[
P\{|T| = k\} = \frac{1}{k} P\{D_1 + \ldots + D_k = k-1\} = \frac{1}{k} P\{\text{Poisson}(\lambda k) = k-1\} = \frac{1}{k} \frac{e^{-\lambda k} (\lambda k)^{k-1}}{(k-1)!}.
\]
Summing over $k \geq 1$ yields that
\[
1 = P\{|T| < \infty\} = \sum_{k \geq 1} \frac{e^{-\lambda k} (\lambda k)^{k-1}}{k!}.
\]
The case $\lambda = 1$ of this identity is (1.4.1).

The next exercise extends Proposition 2.5.1 to forests; you can prove it by considering the depth-first queue process of a forest, which is obtained by concatenating the depth-first queue processes of its constituent trees.

**Exercise 2.5.1.** Let $\mu$ be a probability distribution with support $\mathbb{N}$, and let $(T_i, i \geq 1)$ be independent Bienaymé($\mu$) trees. Prove that for any $1 \leq r \leq n$,

\[
P\{|T_1| + \ldots + |T_n| = r\} = \frac{r}{n} P\{D_1 + \ldots + D_n = n - r\},
\]

where $(D_i, i \geq 1)$ are independent $\mu$-distributed random variables.

In place of the cycle lemma, one may use the following lemma to prove Proposition 2.5.1. This lemma is weaker than the cycle lemma, but the proof is perhaps more straightforward.

**Lemma 2.5.2.** Let $(X_i, i \geq 1)$ be IID random variables taking values in $\{-1, 0, 1, \ldots\}$. Fix $k \geq 0$ and for $n \geq 0$ let $S_n = k + X_1 + \ldots + X_n$. Then for all $n \geq 1$, writing $\tau_0 = \inf\{m \in \mathbb{N} : S_m = 0\}$,

\[
P\{\tau_0 = n\} = \frac{k}{n} P\{S_n = 0\}
\]

*Proof.* Write $P_k\{\cdot\}$ as shorthand for the measure under which $S_0 = k$. We prove the theorem by induction on $n$. When $n = k = 1$ the theorem is obvious; in that case

\[
P_1\{\tau_0 = 1\} = P\{X_1 = -1\} = P_1\{S_n = 0\}.
\]

Also note that for all $n$, the case $k = 0$ is obvious as in that case both sides of the equation equal zero.

Now fix $n > 1$ and $0 < k \leq n$. Condition on the value of $X_1$ and use the Markov property: given that $X_1 = i$, the remaining steps look like a random walk started from position $k + i$. After the first step, we have $n - 1$ more steps to get to time $n$, so for $k \geq 1$,

\[
P_k\{\tau_0 = n\} = \sum_{i=-1}^{\infty} P_{k+i}\{\tau_0 = n-1\} P\{X_1 = i\}.
\]

Since $k > 0$, $n > 1$, and $i \geq -1$, we have $k + i \geq 0$ and $n - 1 \geq 1$, so we can apply induction to get

\[
P_k\{\tau_0 = n\} = \frac{1}{n-1} \sum_{i=-1}^{\infty} (k+i) P_{k+i}\{S_{n-1} = 0\} P\{X_1 = i\}.
\]

Now we use Bayes’ formula to obtain

\[
P_{k+i}\{S_{n-1} = 0\} P\{X_1 = i\} = P_k\{X_1 = i, S_n = 0\} = P_k\{X_1 = i \mid S_n = 0\} P_k\{S_n = 0\}.
\]
Using this equality in the previous displayed equation, we see that
\[
P_k \{ \tau_0 = n \} = \frac{1}{n-1} P_k \{ S_n = 0 \} \sum_{i=1}^{\infty} (k + i) P_k \{ X_1 = i \mid S_n = 0 \} \\
= \frac{1}{n-1} P_k \{ S_n = 0 \} (k + E_k \{ X_1 \mid S_n = 0 \}).
\]

Given that \( S_n = 0 \), the average step size from starting from \( k \) must be \(-k/n\), so since \( X_1, \ldots, X_n \) are IID we must have \( E_k \{ X_1 \mid S_n = 0 \} = -k/n \). Plugging this into the preceding equation we get
\[
P_k \{ \tau_0 = n \} = \frac{1}{n-1} P_k \{ S_n = 0 \} \left( k - \frac{k}{n} \right) \\
= \frac{k}{n} P_k \{ S_n = 0 \}.
\]

We finish the section with an exercise connecting conditioned Poisson Bienaymé processes to uniformly random trees, and another, challenging exercise, concerning the probability of observing a given (large) size for a critical Bienaymé tree.

**Exercise 2.5.2.** Fix \( \lambda > 0 \) and let \( T \) be a Bienaymé tree with Poisson(\( \lambda \)) offspring distribution.

(a) Show that for any rooted plane tree \( t \) with \( n \) vertices, for any \( \lambda > 0 \),
\[
P \{ T = t \mid |T| = n \} = \frac{1}{n^{n-1}} \frac{n!}{\prod_{v \in t} c(v; t)!},
\]

note that this formula does not depend on \( \lambda \).

(b) Conditionally given that \( |T| = n \), let \( T' \) be the rooted tree obtained from \( T \) by labeling the vertices of \( T \) uniformly at random with labels from \( [n] \) and ignoring the plane structure. Prove that \( T \in_u T_n \).

(c) Show that if \( \lambda = 1 \) then \( \Pr \{ |T| = n \} \sim (2\pi n^3)^{-1/2} \). (Suggestion: Stirling’s formula.)

(d) Fix \( \epsilon \in (0, 1) \) and let \( \lambda = 1 - \epsilon \). Using the formula
\[
P \{ |T| = n \} = \frac{n^{n-1}}{e^n n!} \left( e\pi (1 - \epsilon) \right)^n
\]

show that\(^3\)
\[
P \{ |T| = n \} \geq \frac{n^{n-1}}{e^n n!} (1 - \epsilon^2)^n,
\]

that
\[
P \{ |T| = n \} \leq \frac{n^{n-1}}{e^n n!} \left( 1 - \frac{\epsilon^2}{3} \right)^n,
\]

\(^3\) By Stirling’s formula, the lower bound is \((1 + o(1))(2\pi n^3)^{-1/2}(1 - \epsilon)^n\) as \( n \to \infty \).
and that
\[ P \left\{ |T| = n \right\} = \frac{n^{n-1}}{e^n n!} \left( 1 - (1 + o(1)) \frac{e^2}{2} \right)^n, \]
the final asymptotic holding as \( e \downarrow 0 \), uniformly in \( n \).

**Exercise 2.5.3.** Fix an offspring distribution \( \mu \) and write \( \alpha = \sum_{i \geq 0} i \mu(i) \).
Let \( T \) be a \( B_\mu \)-distributed random tree. Assume that \( \gcd(i > 0 : \mu(i) > 0) = 1 \).

(a) Show that \( P \left\{ |T| = n \right\} > 0 \) for all \( n \) sufficiently large.

(b) (Harder.) Show that if \( \alpha = 1 \) then
\[ \liminf_{n \to \infty} \frac{\log P \left\{ |T| = n \right\}}{n} = 0. \]

### 2.6 Branching processes with immigration

These are very natural extensions of branching processes where at each generation a random number of individuals “immigrate”, joining the current population. The generation size process \((U_n)_{n \geq 0}\) of a branching process with offspring distribution \( \mu \) and immigration distribution \( \nu \) may be constructed as follows. Let \((X_{nk}, n, k \geq 1)\) be IID with law \( \mu \), and independently let \((Y_n, n \geq 0)\) be IID with law \( \nu \).
Then set \( U_0 = Y_0 \) and, for \( n \geq 0 \) let \( U_{n+1} = Y_{n+1} + X_{n,1} + \cdots + X_{n,U_n} \).
Note that this construction makes perfect sense with \((Y_n, n \geq 0)\) replaced by a deterministic vector \( y = (y_n, n \geq 0) \) of non-negative integers; this will be useful below.

The next theorem characterizes when immigration leads to super-exponential population growth.

**Theorem 2.6.1** (Seneta, 1970). Let \( Y \) have law \( \nu \). If \( E \left[ \max(0, Y) \right] < \infty \) then \( \lim_{n \to \infty} U_n / \alpha^n \) exists and is almost surely finite. If \( E \left[ \max(0, Y) \right] = \infty \) then \( \lim_{n \to \infty} U_n / c^n \) is almost surely infinite for all \( c > 0 \).

**Lemma 2.6.2.** Let \((R_n, n \geq 1)\) be IID and non-negative.

(a) If \( ER_1 < \infty \) then almost surely \( \limsup_{n \to \infty} \frac{R_n}{n} = 0 \) and \( \sum_{n \geq 1} e^{R_n} c^n < \infty \) for all \( c \in (0, 1) \).

(b) If \( ER_1 = \infty \) then almost surely \( \limsup_{n \to \infty} \frac{R_n}{n} = \infty \) and \( \sum_{n \geq 1} e^{R_n} c^n = \infty \) for all \( c \in (0, 1) \).

**Proof.** Suppose \( ER_1 < \infty \) and fix any \( c > 0 \). Then
\[ \sum_{n > 0} P \left\{ R_n \geq \epsilon n \right\} = \sum_{n > 0} P \left\{ R_1 \geq \epsilon n \right\} \leq \frac{1}{\epsilon} \sum_{n \geq 0} P \left\{ R_1 \geq n \right\} = \frac{ER_1}{n} < \infty, \]
so by the first Borel-Cantelli lemma, \( \limsup_{n \to \infty} R_n / n \leq \epsilon \) almost surely, and since \( \log(1 - a) < -a \) for \( a \in (0, 1) \), letting \( N_0 = \sup(n : \)
\[ R_n \geq \epsilon n \), which is almost surely finite, for all \( c \in (0, 1 - 2\epsilon) \) we have
\[
\sum_{n \geq 1} e^{R_n c_n} \leq \sum_{n \geq 1} e^{R_n + n \log(1 - 2\epsilon)} \\
\leq \sum_{n \geq 1} e^{R_n - 2\epsilon n} \leq \sum_{n \leq N_0} e^{R_n - 2\epsilon n} + \sum_{n > N_0} e^{-\epsilon n} < \infty.
\]

Since \( \epsilon > 0 \) was arbitrary, the first result follows.

Next suppose \( ER_1 = \infty \) and fix any \( C > 1 \). Then
\[
\sum_{n > 0} P \{ R_n \geq Cn \} = \sum_{n > 0} P \{ R_1 \geq Cn \} \geq \frac{1}{C} \sum_{n \geq C} P \{ R_1 \geq n \} \geq \frac{ER_1 - C}{C} = \infty,
\]
so by the second Borel-Cantelli lemma, almost surely \( R_n / n \geq C \) infinitely often. It follows that almost surely \( \lim sup_{n \to \infty} R_n / n \geq C \), and for any \( c > 1/C \),
\[
\sum_{n > 0} e^{R_n c_n} \geq \sup_{n > 0} e^{R_n c_n} \geq \sup_{n > 0}(Cc)^n = \infty.
\]

Since \( C > 1 \) was arbitrary, the second result follows. \( \square \)

Proof of Theorem 2.6.1. First suppose that \( E[\max(\log Y_1, 0)] = \infty \). Then for all \( c > 0 \),
\[
\lim sup_{n \to \infty} \frac{U_n}{e^n} \geq \lim sup_{n \to \infty} \frac{Y_n c^n}{e^n} = \infty,
\]
the last inequality holding almost surely by Lemma 2.6.2.

Next suppose that \( E[\max(\log Y_1, 0)] < \infty \). Let \( U_{n,k} \) be the number of generation-\( n \) descendants of generation-\( k \) immigrants. Conditionally given \( Y_k \), \( U_{n,k} \) is just distributed as the number of individuals in generation \( n - k \) of a branching process started with \( Y_k \) individuals. Moreover, \( U_{n,k} \) is independent of \( (Y_j, j \neq k) \), so if \( \mathcal{G} := \sigma(Y_n, n \geq 1) \) then
\[
E\{ U_{n,k} \mid \mathcal{G} \} = E\{ U_{n,k} \mid Y_k \} = Y_k \alpha^{-k}.
\]

Since \( U_n = \sum_{k=0}^n U_{n,k} \) it follows that
\[
E\{ \alpha^{-n}U_n \mid \mathcal{G} \} = E\left\{ \sum_{k \leq n} \alpha^{-n}U_{n,k} \mid \mathcal{G} \right\} = \sum_{k \leq n} \frac{Y_k}{\alpha^k}.
\]

Lemma 2.6.2 gives that \( \sum_{k \leq n} \frac{Y_k}{\alpha^k} \to \sum_{n \leq 0} \frac{Y_n}{\alpha^n} < \infty \) almost surely, so by the conditional Fatou lemma, almost surely
\[
E\left\{ \lim inf_{n \to \infty} \alpha^{-n}U_n \mid \mathcal{G} \right\} \leq \lim inf_{n \to \infty} E\{ \alpha^{-n}U_n \mid \mathcal{G} \} = \sum_{n \leq 0} \frac{Y_n}{\alpha^n} < \infty.
\]

Thus, \( P \left\{ \liminf_{n \to \infty} a^{-n} U_n = \infty \mid G \right\} = 0 \) almost surely. But then

\[
P \left\{ \liminf_{n \to \infty} a^{-n} U_n = \infty \right\} = E \left[ P \left\{ \liminf_{n \to \infty} a^{-n} U_n = \infty \mid G \right\} \right] = 0,
\]

so almost surely

\[
\liminf_{n \to \infty} a^{-n} U_n < \infty.
\]

It remains to show that \( a^{-n} U_n \) converges almost surely. For this we use the submartingale convergence theorem, which states that a submartingale which is bounded in expectation converges almost surely. We have

\[
E \{ U_{n+1} \mid U_1, \ldots, U_n, G \} = a U_n + Y_{n+1},
\]

so \( \{a^{-n}U_n, n \geq 0\} \) is a submartingale with respect to its natural filtration given \( G \); the fact that it is bounded in expectation (given \( G \)) follows from (2.6.1).

\[\]

There is a nice construction of branching processes with immigration within the Ulam-Harris tree. A **spinal** tree is a pair \( (t, p) \), where \( t \in T \) and \( p = p_0, p_1, \ldots \) is a finite or infinite path in \( t \), starting from the root. We write \( p_{\leq n} \) for the truncation of \( p \) at level \( n \), so if \( p \) has at most \( n \) nodes then \( p = p_{\leq n} \), and otherwise \( p_{\leq n} = p_0, p_1 \ldots p_n \).

Let \( X = (X_v, v \in U) \) be IID with distribution \( \mu \). Fix a vector \( y = (y_n, n > 0) \) of non-negative integers, and another vector \( i = (i_n, n > 0) \) of integers with \( 1 \leq i_n \leq y_n + 1 \) for all \( n > 0 \). Let \( P_n = P_0(i) := i_1 i_2 \ldots i_n \), so \( P_{n+1} = P_n i_{n+1} \) for \( n \geq 0 \), and let \( P = P_0, P_1, \ldots \).

Then define a random tree \( T = T(X, y, i) \) containing \( P(i) \), as follows.

1. Let \( \varnothing \in T \) and let \( p_0 = \varnothing \).
2. For \( n \geq 0 \), given \( T_{\leq n} \):
   - Let \( c(P_n; T) = y_{n+1} + 1 \). (Note that \( i_{n+1} \leq c(P_n; T) \) so \( P_{n+1} \in T_{n+1} \).
   - For \( v \in T_n \) with \( v \neq P_n \), let \( c(v; T) = X_v \).

**Exercise 2.6.1.** The process \( (|T_{n+1}| - 1, n \geq 0) \) is distributed as a branching process with immigration with offspring distribution \( \mu \) and immigration vector \( y \).

We next introduce a sigma-field on spinal trees, much the same as we did for the set of trees \( T \). The set of spinal trees is

\[
T^* = \{(t, p) : t \in T, p \text{ a path in } t \text{ starting at the root}\}.
\]

For each \( n \geq 0 \), for each pair \( (t, v) \) where \( t \in T \) and \( v \in t_n \), we define an equivalence class

\[
[(t, v)]_{\leq n} = \{ (t', p') \in T^* : t'_{\leq n} = t_{\leq n}, p'_n \text{ passes through } v \}.
\]
Let $\mathcal{F}_n^* = \sigma(\bigcup_{n=0}^n \{(t,p) : (t,p) \in T^*\})$, and let $\mathcal{F}^* = \sigma(\bigcup_{n=0}^\infty \mathcal{F}_n^*)$. The reason the definition of $\mathcal{F}_n^*$ has a union over $m \leq n$ is that we allow for finite paths, which may end at some level $m \leq n$.

Again, $(\mathcal{F}_n^*, n \geq 0)$ is a filtration, and it is easy to see that $\mathcal{F}_n^*$ refines $\mathcal{F}_n$ for each $n$.

### 2.7 The Kesten-Stigum theorem

Recall that $M_n = Z_n/a^n$, and that $M = \limsup_{n \to \infty} M_n$ is the a.s. martingale limit of $M_n$. The goal of this section is to prove the Kesten-Stigum theorem, which provides necessary and sufficient conditions for $M_n$ to converge to $M$ in $L_1$.

**Theorem 2.7.1 (Kesten-Stigum Theorem).** Fix an offspring distribution $\mu$ with $\alpha = \sum_{i=1}^\infty i \mu(i) > 1$, Let $T$ be $B_\mu$-distributed, and let $M_n$ and $M$ be defined as above. Then the following are equivalent.

(i) $P\{M = 0\} = P\{|T| < \infty\}$

(ii) $E(M^1) = 1$

(iii) $\sum_{i=1}^\infty \mu(i) \cdot i \log i < \infty$.

**Remarks.**

- Note that if $\omega$ is such that $|T(\omega)| < \infty$ then $M_n(\omega) = 0$ for all $n$ large, so $M(\omega) = 0$. It follows that $P\{M = 0\} \geq P\{|T| < \infty\}$.

- By the uniformly integrable martingale convergence theorem,
  
  $E(M_n) \to E(M)$ if and only if $(M_n)$ is uniformly integrable (in which case $M_n \overset{L_1}{\to} M$), so a fourth equivalent condition which can be added to the Kesten-Stigum theorem is that $(M_n)$ is UI.

To prove the Kesten-Stigum theorem we use a beautiful method called a “spinal change of measure”. The size-biasing $\hat{\mu}$ of $\mu$ is the probability distribution with $\hat{\mu}(i) = i\mu(i)/\alpha$. Note that if $X$ has law $\hat{\mu}$ then $P\{X \geq 1\} = 1$.

Let $\nu$ be the probability measure on $\mathbb{Z}^+$ defined by setting $\nu(i) = \hat{\mu}(i-1)$ for all $i$. Let $X = (X_v, v \in U)$ be independent with law $\mu$, let $Y = (Y_n, n > 0)$ be independent with law $\nu$, and let $U = (U_n, n > 0)$ be independent Uniform$(0,1)$ random variables, with $X, Y$ and $U$ mutually independent. For $n > 0$ let $I_n = [(Y_n + 1)U_n]$, so that $I_n$ is a uniformly random element of $\{1, \ldots, Y_n + 1\}$. Then write $\text{BPI}_\mu^*$ for the law of the pair $(T, P) = (T(X, Y, I), P(I))$, and let $\text{BPI}_\mu^*$ be the law of the tree $T = T(X, Y, I)$ obtained from $(T, P)$ by “ignoring the spine”.

**Proposition 2.7.2.** For any offspring distribution $\mu$ with $\mu(0) < 1$, and any spinal tree $(t, p)$, for all $n \geq 0$,

$$\text{BPI}_\mu^*(t_{\leq n}, p_{\leq n}) = \frac{1}{\alpha^n} \text{BPI}_\mu(t_{\leq n}).$$
**Proof.** Let \((T, P)\) be constructed as above, so that

\[
\operatorname{BPI}_μ(t ≤ n, p ≤ n) = P \{(T ≤ n, P ≤ n) = (t ≤ n, p ≤ n)\}.
\]

Then write

\[
P \{(T ≤ n, P ≤ n) = (t ≤ n, p ≤ n)\} = \prod_{i=0}^{n-1} P \{T_{i+1} = t_{i+1}, P_{i+1} = p_{i+1} \mid (T ≤ i, P ≤ i) = (t ≤ i, p ≤ i)\}.
\]

Now, given that \((t ≤ i, p ≤ i)\), in order to have \(T_{i+1} = t_{i+1}\) and \(P_{i+1} = p_{i+1}\), the following must occur: \(p_i\) must have the right number of children; the correct extension of \(p_i\) must be chosen; and all the other nodes in \(t\) must also have the right number of children. The probability of all these occurring is

\[
P \{T_{i+1} = t_{i+1}, P_{i+1} = p_{i+1} \mid (T ≤ i, P ≤ i) = (t ≤ i, p ≤ i)\} = \hat{μ}(c(p_i; t)) \cdot \prod_{v ∈ t_i, v ≠ p_i} μ(c(v; t)) = \frac{1}{α} \prod_{v ∈ t_i} μ(c(v; t)) = \frac{1}{α} \prod_{v ∈ t_i} μ(c(v; t)),
\]

which combined with the two previous equations gives

\[
\operatorname{BPI}_μ(t ≤ n, p ≤ n) = \prod_{i=0}^{n-1} \left( \frac{1}{α} \prod_{v ∈ t_i} μ(c(v; t)) \right) = \frac{1}{α^n} B_μ(t ≤ n).
\]

**Corollary 2.7.3.** For all \(n ≥ 0\),

\[
\frac{d\hat{B}_μ|_{\mathcal{F}_n}}{d\hat{B}_μ|_{\mathcal{F}_n}} = M_n.
\]

**Proof.** For any subtree \(t\) of \(\mathcal{U}\), by definition,

\[
\operatorname{BPI}_μ(t ≤ n) = \sum_p \operatorname{BPI}_μ^p(t ≤ n, p),
\]

where the sum is over paths \(p\) from the root to generation \(n\) in \(t ≤ n\). But the number of such paths is just \(|t_n|\). Using Proposition 2.7.2 and the fact that \(M_n(t) = |t_n|/α^n\), we thus have

\[
\operatorname{BPI}_μ(t ≤ n) = \frac{|t_n|}{α^n} B_μ(t ≤ n) = M_n(t) \cdot B_μ(t ≤ n).
\]

and the result follows.

Before proving the Kesten-Stigum theorem, we need one further lemma.

**Lemma 2.7.4.** Either \(P \{M = 0\} = P \{|T| < ∞\}\) or \(P \{M = 0\} = 1\).
Proof. If \( i \in T_1 \) then the subtree of \( T \) rooted at \( i \) is itself a \( B_{\mu} \) branching process. Writing
\[
M_n^{(i)} = \frac{1}{\alpha^{n-1}} \# \{ v \in T_n : 1 \text{ is an ancestor of } v \},
\]
then \( M_n^{(i)} \) is a martingale; writing \( M^{(i)} \) for its almost sure limit, we may decompose \( M \) as
\[
M = \frac{1}{\alpha} \left( M_n^{(1)} + \ldots + M_n^{(X_0)} \right).
\]
Conditionally given that \( X = k \), the limits \( M_n^{(1)}, \ldots, M_n^{(k)} \) are independent copies of \( M \), and \( M = 0 \) if and only if each of \( M_n^{(1)}, \ldots, M_n^{(k)} \) equals zero. Thus
\[
p := P \{ M = 0 \} = \sum_{k \geq 0} P \{ X = k \} P \{ M = 0 \}^k = E \left[ p^X \right].
\]
The only roots the equation \( s = E [s^X] \) are \( P \{ |T| < \infty \} \) and \( 1 \), so the lemma follows.

Proof of Theorem 2.7.1. Let \( X \) have law \( \mu \), let \( Y \) have law \( \nu \) where
\[\nu(i) = \beta(i + 1),\]
and let \( L = \log(Y + 1) \). It is easy to verify that
\([EL < \infty \text{ if and only if } E \left[ \log^+ Y \right] < \infty, and]
\[
E \left[ X \log^+ X \right] = \sum_{i \geq 0} (i \log i) \mu(i) = \sum_{i \geq 0} \log(i) \hat{\mu}(i) = EL,
\]
so by Theorem 2.6.1 \( BPI_{\mu} (M < \infty) = 1 \) if and only if \( EL < \infty \), i.e. if and only if \( E \left[ X \log^+ X \right] < \infty \).

We now use that
\[
M = \lim sup_n M_n = \lim sup_n \frac{dB_{\mu} | F_n}{d\mu | F_n},
\]
by Corollary 2.7.3. Since
\[
EM = \int M(t)B_{\mu} (dt) = B_{\mu} (M),
\]
It follows by Theorem 4.4.2 that \( EM = 1 \) if and only if \( BPI_{\mu} (M < \infty) = 1 \), which occurs if and only if \( E \left[ X \log^+ X \right] < \infty \).

Now, if \( EM = 1 \) we must have \( \sum_{k \geq 0} P \{ M = 0 \} < 1 \), in which case
\[
P \{ M = 0 \} = P \{ |T| < \infty \} \text{ by Lemma 2.7.4.}
\]
Finally, if \( E \left[ X \log^+ X \right] = \infty \) then \( BPI_{\mu} (M = \infty) = 1 \), and by Theorem 4.4.2 this implies that \( B_{\mu} (M = 0) = 1 \), or in other words, that \( P \{ M = 0 \} = 1 \); we then have \( EM = 0 < 1 \). \( \square \)

Exercise 2.7.1. Fix an offspring distribution \( \mu \) and write \( \alpha = \sum_{i \geq 0} i \mu(i) \).
Let \( T \) be a \( B_{\mu} \)-distributed random tree. For \( k, n \geq 0 \) let \( C_n(k) = \{ v \in T_n : v \text{ has } k \text{ children in } T \} \).
Prove that for any $k \geq 0$, as $n \to \infty$,

$$\frac{C_n(k)}{|T_n|} 1_{M \neq 0} \overset{a.s.}{\to} \mu(k) 1_{M \neq 0} \quad \text{and} \quad \frac{C_n(k)}{\alpha^n} 1_{M \neq 0} \overset{a.s.}{\to} M\mu(k),$$

where $M := \limsup M_n$ is the almost sure limit of the martingale $M_n = \frac{|T_n|}{\alpha^n}$. Interpret $\frac{C_n(k)}{|T_n|}$ as zero if $|T_n| = 0$. 

3

Random graphs

3.1 The Erdős-Rényi process

We begin with the classical Erdős-Rényi processes. Write $K_n$ for the complete graph, i.e. the graph with vertices $[n]$ and edges $\{\{i, j\}, 1 \leq i < j \leq n\}$.

The Erdős-Rényi process (discrete time). Choose a uniformly random permutation $e_1, \ldots, e_{\binom{n}{2}}$ of $e(K_n)$. For $0 \leq m \leq \binom{n}{2}$, let $G_m^{(n)}$ have vertices $[n]$ and edges $\{e_1, \ldots, e_m\}$.

The Erdős-Rényi process (continuous time). Let $(U_e, e \in e(K_n))$ be independent Uniform $[0, 1]$ random variables. For $p \in [0, 1]$ let $G(n, p)$ have vertices $[n]$ and edges $\{e \in e(K_n) : U_e \leq p\}$.

Note that in the continuous time process since the random variables $(U_e, e \in e(K_n))$ are exchangeable, the ordering $(e_i, 1 \leq i \leq \binom{n}{2})$ of the edges of $K_n$ in increasing order of $U_e$-value is a uniformly random permutation. Thus, writing $p_i = U_{e_i}$, the sequence of graphs $(G(n, p_m), 0 \leq m \leq \binom{n}{2})$ has the same distribution as the discrete time Erdős-Rényi process. The next exercise contains a closely-related fact.

Exercise 3.1.1. Prove that for any $p \in (0, 1)$ and $0 \leq m \leq \binom{n}{2}$, given that $|e(G(n, p))| = m$, the conditional distribution of $G(n, p)$ is the same as that of $G_m^{(n)}$.

A fair amount of this section is devoted to studying how the component sizes and structures evolve over the course of the Erdős-Rényi process. If we are only interested in component sizes, then we might choose to only consider the coalescent at times when the sizes change, or (informally) to simply ignore any edges added by the Erdős-Rényi coalescent that fail to join distinct components. In
the discrete time process, we may achieve this as follows. For each
$0 \leq m \leq \binom{n}{2}$, let $\tau_m$ be the number of edges $e_i = \{U_i, V_i\}$, $0 < i \leq m$
such that $U_i$ and $V_i$ lie in different components of $G_{i-1}^{(n)}$. (See Figure 3.1 for an example.) Observe that

$$
\tau_m + 1 = \begin{cases} 
\tau_m & \text{if } G_{m+1}^{(n)} \text{ and } G_m^{(n)} \text{ have the same number of components} \\
\tau_m + 1 & \text{if } G_{m+1}^{(n)} \text{ has one fewer component than } G_m^{(n)}. 
\end{cases}
$$

In other words, $\tau_m$ increases precisely when the endpoints of the edge added to $G_m^{(n)}$ are in different components. Further, the set

$$
\{e_m : m \geq 1, \tau_m > \tau_{m-1}\}
$$
contains $n - 1$ edges, since $G_0^{(n)}$ has $n$ components and $G_{\binom{n}{2}}^{(n)}$ almost surely has only one component.

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{example.png}
\caption{An example of the first steps of the Erdős-Rényi coalescent. The edges which join distinct connected components are represented by thicker, blue lines.}
\end{figure}

Set $I_1 = 0$ and for $1 < k \leq n$ let

$$
I_k = \inf\{m \geq 1 : \tau_m = k - 1\}.
$$

Then for $1 < k \leq n$, the edge $e_k$ joins distinct components of $G_k^{(n)}$, and by symmetry is equally likely to be any such edge.

3.2 Component sizes when $p < 1/n$.

For a graph $G$, and $v \in v(G)$, let $N(v) = N_G(v)$ be the set of vertices adjacent to $v$, and let $C(v) = C_G(v)$ be the component of $G$ containing $v$.

Exercise 3.2.1. (a) Show that in the discrete time Erdős-Rényi process, if for some $m$, all components of $G_m^{(n)}$ have size at most $s$ then the probability a uniformly random edge from among the remaining edges has both endpoints in the same component is at most $(s - 1)/(n - 1)$.

(b) Show that for all $0 \leq m \leq \binom{n}{2}$, in $G_m^{(n)}$, $E|N(v)| = 2m/n$.

(c) Prove by induction that for all $0 \leq m < n/2$, in $G_m^{(n)}$, $E|C(1)| \leq n/(n - 2m)$.

(Hint. First condition on $N(1)$, then average.)
(d) Prove that for all \( k \in \mathbb{N} \),
\[
P \left\{ |C_{\text{max}}(G_{m}^{(n)})| \geq k \right\} \leq \frac{n}{k} P \left\{ |C(1)| \geq k \right\} .
\]

(Suggestion. Given that the largest component of \( G_{m}^{(n)} \) has size \( s \), with probability at least \( s/n \) vertex 1 is in such a component.)

**Exercise 3.2.2.** This exercise is the continuous-time analogue of the previous one.

(a) Show that in the continuous-time Erdős-Rényi process, if for some \( p \), all components of \( G(n, p) \) have size at most \( s \) then the probability a uniformly random edge from among the remaining edges has both endpoints in the same component is at most \( (s-1)/(n-1) \).

(b) Show that for all \( p \in (0, 1) \), in \( G(n, p) \), \( E|N(v)| = (n-1)p \).

(c) Prove by induction that for all \( p \leq 1/(n-1) \), in \( G(n, p) \), \( E|C(1)| \leq 1/(1-p(n-1)) \).

(Suggestion. First condition on \( N(1) \), then average.)

(d) Prove that for all \( k \in \mathbb{N} \), in \( G(n, p) \),
\[
P \left\{ |C_{\text{max}}(G(n, p))| \geq k \right\} \leq \frac{n}{k} P \left\{ |C(1)| \geq k \right\} .
\]

(Suggestion. Given that the largest component of \( G_{m}^{(n)} \) has size \( s \), with probability at least \( s/n \) vertex 1 is in such a component.)

**Exercise 3.2.3.** Fix \( p \in (0, 1) \), \( \lambda > 0 \) and \( n \in \mathbb{N} \). Let \( B \) be \( \text{Binomial}(n, p) \) and \( P \) be \( \text{Poisson}(\lambda) \).

(a) For \( k \in \mathbb{N} \) let \( r(k) = P \{ B = k \} / P \{ P = k \} \). Show that \( r(k) \) is decreasing in \( k \).

(b) Prove that if \( r(0) > 1 \) then there is \( k^* \in \mathbb{N} \) such that \( P \{ B = k \} \geq P \{ P = k \} \) for \( k \leq k^* \) and \( P \{ B = k \} < P \{ P = k \} \) for \( k > k^* \).

(c) Prove that if \( (1-p)^n > e^{-\lambda} \) then \( B \preceq_{\text{st}} P \).

(d) Show that \( (1-p) > e^{-p/(1-p)} \) for \( p \in [0, 1) \), and conclude that if \( np/(1-p) \leq \lambda \) then \( B \preceq_{\text{st}} P \).

For the next exercise, recall that the total variation distance between two random variables \( X \) and \( Y \) is
\[
\|X - Y\|_{TV} := \sup \{|P \{ X \in S \} - P \{ Y \in S \} | : S \subset \mathbb{R} \text{ Borel} \}.
\]

While not needed for the exercise, we recall that
\[
\|X - Y\|_{TV} = \inf \{P \left\{ X' \neq Y' \right\} : (X', Y') \text{ is a coupling of } X \text{ and } Y \}.
\]
Exercise 3.2.4. (a) Fix $\epsilon > 0$, let $X$ be Bernoulli($\epsilon$) and let $Y$ be Poisson($\epsilon$). Show that $\|X - Y\|_{TV} \leq 2\epsilon^2$.

(b) Fix $\lambda > 0$ and $n \in \mathbb{N}_+$, let $B$ be Binomial($n, \lambda/n$) and let $P$ be Poisson($\lambda$). Show that $\|B - P\|_{TV} \leq 2\lambda^2/n$. (Suggestion: use the fact that total variation distance satisfies the triangle inequality.)

We can use the above exercises to start to understand component sizes in $\mathcal{G}_n^{(n)}$ and in $\mathcal{G}(n, p)$ in more detail. In $\mathcal{G}(n, p)$, by Exercise 3.2.2 parts (c) and (d),

$$
P\left\{|C_{\max}(\mathcal{G}(n, p))| \geq k\right\} \leq \frac{n}{k} P\left\{|C(1)| \geq k\right\}
\leq \frac{n}{k^2} E|C(1)|
\leq \frac{n}{k^2(1 - p(n - 1))}, \quad (3.2.1)
$$

If $p = p(n) = c/n$ with $c \in (0, 1)$, this yields that for any function $\omega(n) \to \infty$

$$
P\left\{|C_{\max}(\mathcal{G}(n, p))| \geq \omega(n)n^{1/2}\right\} \to 0,
$$

so in particular $|C_{\max}(\mathcal{G}(n, p))|/n \to 0$ in probability. In fact, we can deduce this even for $p$ quite close to $1/n$. Fix any function $\epsilon(n) \to 0$ with $n\epsilon(n) \to \infty$ and let $p = (1 - \epsilon(n))/n$. Then $1 - p(n - 1) \geq 1 - pn = \epsilon(n)$, so for any $\delta > 0$, the bound (3.2.1) gives

$$
P\left\{|C_{\max}(\mathcal{G}(n, p))| \geq \delta n\right\} \leq \frac{1}{\delta^2 n\epsilon(n)} \to 0;
$$

it again follows that $|C_{\max}(\mathcal{G}(n, p))|/n \to 0$ in probability.

Exercise 3.2.5. Show that if $p = p(n)$ is any sequence of values such that $|C_{\max}(\mathcal{G}(n, p))|/n \to 0$ in probability, then also $E|C_{\max}(\mathcal{G}(n, p))|/n \to 0$.

Though it might seem boring, it’s useful to do a third version of this computation, with $p = (1 - \lambda n^{-1/3})/n$ and $\lambda > 0$. For this value of $p$ we have

$$
1 - p(n - 1) \geq \lambda n^{-1/3},
$$

so for any function $\omega(n)$ with $\omega(n) \to \infty$, we have

$$
P\left\{|C_{\max}(\mathcal{G}(n, p))| \geq \omega(n)n^{2/3}\right\} \leq \frac{n}{(\omega(n)n^{2/3})^2(1 - p(n - 1))} \leq \frac{1}{\omega(n)^2 \lambda} \to 0;
$$

so with high probability the largest component of $\mathcal{G}(n, (1 - \lambda n^{-1/3})/n)$ has size $O(n^{2/3})$.

In fact, we can even prove bounds on component sizes when $p = 1/n$ or when $p$ is a little bigger than $1/n$, with a bit of care.

Since for any vertex $v$ in $\mathcal{G}(n, p)$, we have $|N(v)| \overset{d}{=} \text{Bin}(n - 1, p)$, but neighbourhoods may overlap, it follows that $|C(v)|$ is stochastically
dominated by the size of a Bienaymé process with $\text{Bin}(n-1, p)$ offspring distribution. Using the stochastic relation between Binomial and Poisson random variables given in Exercise 3.2.3, it follows that

$$|C(v)| \lesssim_{st} |T|,$$

where $|T|$ is a Poisson($\lambda$) Bienaymé tree with $\lambda = np/(1-p)$.

Now suppose $p = (1+\epsilon)/n$ for $\epsilon \in (0,1)$; think of $\epsilon$ as close to zero. Then $\lambda = (1+\epsilon)(1+(1+\epsilon)/(n-1-\epsilon)) < 1 + \epsilon + 2(1+\epsilon)/n$, the second inequality holding for $n \geq 4$.

Therefore,

$$P\{|C(v)| \geq s\} \leq P\{ |T| \geq s \}
\leq P\{ |T| = \infty \} + P\{ |T| \geq s \ | |T| < \infty \}.$$

By Exercise 2.3.4 (e) we know that

$$P\{ |T| = \infty \} = \theta(\lambda) \leq 2(\lambda - 1) < 2(\epsilon + 2(1+\epsilon)/n).$$

Moreover, conditionally given that $|T| < \infty$, the tree $T$ is distributed as a Poisson($\lambda$) Bienaymé tree, where $\lambda = \lambda(1-\theta(\lambda)) = 1 - \epsilon(1 + o(1))$ as $\epsilon \to 0$, by Exercise 2.4.1 (b). If $\epsilon$ is sufficiently small that $|\lambda - (1-\epsilon)| \leq \epsilon/2$, then it follows that

$$P\{ |T| \geq s \ | |T| < \infty \} \leq \sum_{m=s}^{\infty} P\{ |T'| = m \},$$

where $T'$ is a Poisson($1-\epsilon/2$) Bienaymé tree. Using Exercise 2.5.2 (c), we then have

$$\sum_{m=s}^{\infty} P\{ |T'| = m \} \leq \sum_{m=s}^{\infty} \frac{m^{m-1}}{e^m m!} \left(1 - \frac{\epsilon^2/2}{3}\right)^m,
\leq O(1) \cdot \sum_{m=s}^{\infty} \frac{1}{m^{3/2}} e^{-\epsilon^2 m/6}.
$$

When $s = x/\epsilon^2$ for $x$ positive and bounded away from zero, this sum is

$$O(\epsilon) \cdot x^{-1/2} e^{-x/6}.$$ 

It follows that for any $\delta > 0$ there is $x$ such that for all $n$ sufficiently large, in $G(n, (1+\epsilon)/n),

$$P\{ |C(v)| \geq x/\epsilon^2 \} \leq (2+\delta)\epsilon,$$

and so by Exercise 3.2.2 (d),

$$P\{ |C^{\max}(G(n, p))| \geq x/\epsilon^2 \} \leq (2+\delta)\frac{nx^2}{\epsilon^2}.$$

This bound is not useful when $\epsilon$ is too small, but a similar argument does give a bound whatever the value of $\epsilon$. Indeed, conditionally given that $|T| < \infty$ it is distributed as a critical or subcritical...
Poisson Bienaymé tree, and for any such Bienaymé tree \( T^* \) we have
\[
P\{|T^*| \geq s\} = O(1)/s^{1/2},
\]
so
\[
P\{|T| \geq s \mid |T| < \infty\} = \frac{O(1)}{s^{1/2}}.
\]
and we can use this to see that for any sequence \( e(n) \) with \( e(n) \geq 0 \) and \( (1 + e(n))/n \leq 1 \), if \( p(n) = (1 + e(n))/n \) then in \( G(n, p(n)) \), for all \( s \geq 1 \),
\[
P\{|C_{\text{max}}| \geq s\} \leq \frac{(2 + o(1))en}{s} + O(1) \cdot \frac{n}{s^{3/2}}.
\]
It follows from this that if \( e(n) = O(n^{1/3}) \) then for all \( x \geq 1 \),
\[
P\{|C_{\text{max}}| \geq x n^{2/3}\} = O(1/x),
\]
and if \( \liminf_{n \to \infty} e(n)n^{1/3} > 0 \) then for all \( x \geq 1 \),
\[
P\{|C_{\text{max}}| \geq x n\} = O(1/x).
\]
Combining these bounds and using the subsequence principle yields that for any sequence with \( e(n) \geq 0 \) and \( (1 + e(n))/n \leq 1 \), we have
\[
P\left\{|C_{\text{max}}| x \cdot \max(e(n), n^{2/3})\right\} = O(1/x).
\]
For both \( p < 1/n \) and \( p \geq 1/n \), our bounds seem to hit a barrier when \( e = O(n^{-1/3}) \), and yield an upper bound of the form \( |C_{\text{max}}| = O_F(n^{2/3}) \). This is not an artefact of the proof techniques; it corresponds to the actual scaling of the largest component sizes in \( G(n, (1 + \epsilon)n)/n \) when \( \epsilon = O(n^{-1/3}) \), \(^1\)

**Theorem 3.2.1.** Fix \( c \in \mathbb{R} \) and let \( p(n) = (1 + c/n^{1/3})/n \). Then in \( G(n, p(n)) \),
\[
\frac{|C_{\text{max}}|}{n^{2/3}} \xrightarrow{d} Z(c)
\]
for some random variable \( Z(c) \) with \( EZ(c) \in (0, \infty) \).

**Exercise 3.2.6.** (a) Show that for \( p \leq 1/n \), \( (n-1)p/(1-p) \leq np \) and so in \( G(n, p) \) we have \(|C(v)| \leq |T(\text{Poi}(np))|\).

(b) Show that for all \( \delta > 0 \) there is \( A > 0 \) such that for all \( \epsilon \in (0, 1) \), in \( G(n, (1-\epsilon)/n) \) and all \( x > \delta \),
\[
P\left\{|C(v)| \geq \frac{x}{\epsilon^2}\right\} \leq \frac{A|\epsilon|}{x^{1/2}} e^{-x/2}.
\]
(c) Use (b) to show that in \( G(n, (1-c)/n) \),
\[
\mathbb{E}\left[\text{Number of components of size} \geq \frac{x}{\epsilon^2}\right] = O\left(\frac{n^3}{x^{3/2}}\right) e^{-x/2}
\]

**Suggestion.** Use that the number of vertices in components of size at least \( k \) is at least \( k \) times the number of such components.
(d) Use (c) to show that in \( G(n, (1 - \epsilon)/n) \),

\[
|C^\text{max}| = O_p \left( \frac{2 \log(ne^3)}{\epsilon^2} \right)
\]

Exercise 3.2.7. (a) Suppose \( p \) and \( \lambda \) are such that \((n - 1)p/(1 - p) \leq \lambda\). We have seen that in this case, \(|C(v)| \leq |T|\), where \( C(v) \) is the component of \( v \) in \( G(n, p) \) and \( T \) is a Poisson(\( \lambda \)) Bienaymé tree. Strengthen this to show that

\[
(|N^k(v)|, k \geq 0) \preceq \text{st} \left( |T^k|, k \geq 0 \right),
\]

in that the two sequences can be coupled so that \(|N^k(v)| \leq |T^k|\) for all \( k \geq 0 \).

(b) Show that for all \( n \), for any \( \epsilon > 0 \), with \( p = (1 - \epsilon)/n \), then in \( G(n, p) \),

\[
P \left\{ \max_{w \in C(v)} \text{dist}(v, w) \geq k \right\} \leq (1 - \epsilon)^k.
\]

(c) (To be developed, but students: it’s worth thinking about already!) Show that if \( \max_{v \in [n]} \max_{w \in C(v)} \text{dist}(v, w) \geq k \) then with probability at least \( k/n \) vertex 1 satisfies \( \max_{w \in C(1)} \text{dist}(1, w) \geq k/2 \). Use this together with part (b) to prove an upper tail bound on \( \max_{v \in [n]} \max_{w \in C(v)} \text{dist}(v, w) \geq k \).

3.3 Explorations of graphs

Before analyzing component sizes further, we need to introduce some more tools: exploration process for graphs. Let \( G \) be a graph with vertex set \([n]\). We will explore the components of \( G \) via a procedure called depth-first search; this is closely linked to the depth-first queue process seen above. In depth-first search, at each step one vertex is “explored”: its neighbours are revealed, and the previously undiscovered neighbours are added to the queue for later exploration.

Formally, in the depth-first queue process of graph \( G \) with \( v(G) = [n] \), at step \( i \) the vertex set is partitioned into sets \( E_i, A_i \) and \( U_i \), respectively containing explored, active, and undiscovered vertices. We initialize the process by taking \( E_0 = \emptyset, A_0 = \emptyset \) and \( U_0 = [n] \). The process will conclude with \( E_n = [n] \) and \( A_0 = U_0 = \emptyset \). We define the priority of a vertex to be the step at which it leaves the collection of undiscovered vertices, which is \( \max(i : v \in U_i) \), so vertices that are activated later have higher priority.\(^2\)

---

**Depth-first queue process for \( G \).**

* Step \( t \) (\( 1 \leq t \leq n \)), going from time \( t - 1 \) to time \( i \):
  * If \( A_{t-1} \) is non-empty then let \( v_t \) be the vertex of \( A_t \) with...
highest priority (in case of a tie, choose the vertex with the smallest label from among top-priority vertices).

\* If \( A_{t-1} \) is empty then let \( v_t \) be the smallest-labeled vertex of \( U_{t-1} \).
\* Let \( A_t = (A_{t-1} \setminus v_t) \cup (N(v_t) \cap U_{t-1}) \).
\* Let \( E_t = E_{t-1} \cup \{ v_t \} = \{ v_1, \ldots, v_t \} \).
\* Let \( U_t = [n] \setminus (A_t \cup E_t) = (U_{t-1} \setminus v_t) \setminus (N(v_t) \cap U_{t-1}) \).

\textbf{Exercise 3.3.1.} Show that the whole process can be recovered from either \((A_i, i \in [n])\) or \((U_i, i \in [n])\).

At all times \( 0 \leq t \leq n \), the explored, active and unexplored vertices partition \( v(G) = [n] \), so \( |A_t| + |E_t| + |U_t| = n \). Since also \( |E_t| = t \), it follows that
\[ |A_t| + |U_t| = n - t. \]

An example of the depth-first queue process of a graph with four connected components appears in Figure 3.2.

![Example](image)

A component exploration concludes at step \( t \) precisely if \( A_t \) is empty, which is to say that after exploring \( v_t \), every vertex which has been discovered has also been explored.

Write \( \kappa(t) \) for the number of components discovered by step \( t \), so \( \kappa(t) = |\{ 0 \leq i < t : A_i = \emptyset \}| \). Then \( \kappa(0) = 0 \), and \( \kappa := \kappa(n) \) is the number of components of \( G \).

Let \( (T(j), 1 \leq j \leq \kappa) \) be the ordered sequence of times at which a component exploration concludes. Writing \( X(i) = X_G(i) = |N(v_i) \cap \)}
If \( U_i \) − 1 and \( S(i) = \sum_{j=1}^{i} X(j) \), then we may re-express \( T(j) \) as

\[
T(j) = \min \left( t \geq 0 : \sum_{i=0}^{t} X(i) \leq -j \right) = \min(t \geq 0 : S(t) \leq -j).
\]

Setting \( T(0) = 0 \), the component sizes of \( G \), in the order they are discovered by the depth-first search, are then

\[
(T(j + 1) - T(j), 0 \leq j < \kappa).
\]

The sequence \((S(t), 0 \leq t \leq n)\) corresponding to the DFQP of the graph from Figure 3.2 is shown in Figure 3.4.

**Proposition 3.3.1.** For all \( t \geq 0 \), \( |A_t| = S(t) + \kappa(t) \).

**Proof.** This is true at time \( t = 0 \), when all three quantities are 0. For \( t > 0 \), there are two cases.

1. If \( |A_{t-1}| \neq 0 \) then \( A_t = (A_{t-1} \setminus v_t) \cup (N(v_t) \cap U_{t-1}) \) and \( \kappa(t) = \kappa(t-1) \), so

\[
|A_t| = |A_{t-1}| - 1 + |N(v_t) \cap U_{t-1}| = |A_{t-1}| + X(t) = |A_{t-1}| + X(t) + \kappa(t) - \kappa(t-1),
\]

so inductively \( |A_t| = S(t) + \kappa(t) \).

2. If \( |A_{t-1}| = 0 \) then \( \kappa(t) = \kappa(t-1) + 1 \), and

\[
|A_t| = |N(v_t) \cap U_{t-1}| = X(t) + 1 = |A_{t-1}| + X(t) + 1 = |A_{t-1}| + X(t) + \kappa(t) - \kappa(t-1)
\]

and again \( |A_t| = S(t) + \kappa(t) \) by induction.

\( \square \)
So far the discussion of depth-first queue process for graphs relates to an arbitrary graph $G$; we now focus on random graphs. Suppose that $G = G(n, p)$; then the sets $A_i, E_i$ and $U_i$ are random. We write $F_t = \sigma(A_i, E_i, U_i, 0 \leq i \leq t)$ for the $\sigma$-algebra generated by the process up to time $t$.

It’s useful to write $U'_t = U_{t-1} \setminus \{v_t\}$; then $U'_{t-1} = U_{t-1}$ if $A_{t-1} \neq \emptyset$, since in this case, $v_t \in A_{t-1}$. However, if $A_{t-1} = \emptyset$ then $v_t \in U_{t-1}$ and so $|U'_{t-1}| = |U_{t-1}| - 1$.

Note that, conditionally given $F_{t-1}$, the set $N(v_t) \cap U_{t-1}$ is a binomial random subset of $U'_{t-1}$. This means in particular that

$$
\mathbb{P} \left\{ |N(v_t) \cap U_{t-1}| = k \mid F_{t-1} \right\} = \binom{|U'_{t-1}|}{k} p^k (1 - p)^{|U'_{t-1}| - k}. \quad (3.3.1)
$$

On the event that $|A_t| > 0$, we obtain that

$$
\mathbb{E} \left\{ U_{t+1} \mid F_t \right\} = |U_t|(1 - p).
$$

Heuristically, this suggests that perhaps $|U_t|$ tracks the function $n(1 - p)^t$. On the other hand, $|A_t| = n - t - |U_t|$, so this suggests that perhaps

$$
|A_t| \approx n - t - n(1 - p)^t.
$$

When $p = p(n) = o(1)$, we may summarize these heuristics as

$$
|U_t| \approx n(1 - p)^t \approx ne^{-pt} \quad \text{and} \quad |A_t| \approx n - t - n(1 - p)^t \approx n - t - ne^{-pt} =: f_n(t).
$$

**Exercise 3.3.2.** Show that for any $A > 0$,

$$
\sup_{0 \leq p \leq A/n} \sup_{0 \leq t \leq n} |n(1 - p)^t - ne^{-pt}| = O(1)
$$

We will prove a law of large numbers for $|C_{\text{max}}|$ in $G(n, p)$, when $(1 + o(n)/n^{1/3})/n \leq p = O(1/n)$, by showing that $|U_t|$ indeed closely tracks $f(t) = f_n(t)$ until time $n\theta(np)$.

**Theorem 3.3.2.** Fix $A > 0$. Let $\epsilon = \epsilon(n)$ be a non-negative sequence with $\epsilon(n)n^{1/3} \to \infty$ and $\epsilon(n) \leq A < \infty$. Take $p = p(n) = (1 + \epsilon(n))/n$ and write $\lambda = \lambda(n) = np = 1 + \epsilon$. Then in $G(n, p)$,

$$
\frac{|C_{\text{max}}|}{n\theta(\lambda)} \overset{p}{\to} 1.
$$

We begin the proof by recording some of the important properties of $f$ which we will use in the argument. First, with

$$
d = d(n, p) = n\theta(np) = n\theta(\lambda),
$$

then $d$ is the unique positive solution to $f(t) = 0$. Second,

$$
f'(t) = np e^{-pt} - 1 = p(n - t - f(t)) - 1,
$$
so
\[ f'(d) = p(n - d - f(d)) - 1 = p(n - n\theta(np)) - 1 = \lambda(1 - \theta(\lambda)) - 1 = \hat{\lambda} - 1, \]
where \( \hat{\lambda} \) is the Poisson dual parameter to \( \lambda \). Third,
\[ f''(t) = -np^2e^{-pt} \geq -\frac{(A + 1)^2}{n}. \]
Using these bounds, we can show that \( f(t) \) grows reasonably quickly when \( t \) is not too large. In what follows we fix a function \( \omega(n) \to \infty \) which grows slowly enough that \( \omega(n)^2 = o(\epsilon(n)n^{1/3}) \), and set
\[ g = g(n) = \omega(n)\sqrt{n/\epsilon}. \]

**Proposition 3.3.3.** For all \( t \leq ne/(2(A + 1)^2) \) we have \( f(t) \geq et/2 \). Moreover, \( f(t) \geq et/2 \) for \( t \leq g \), for \( n \) large.

**Proof.** First, \( f'(0) = np - 1 = \epsilon \), so by the above bound on \( f''(t) \) we have
\[ f'(t) \geq f'(0) - t(A + 1)^2/n \geq \epsilon/2 \]
the second bound holding for \( t \leq ne/(2(A + 1)^2) \). It follows that for \( t \leq ne/(2(A + 1)^2) \),
\[ f(t) = f(0) + \int_0^t f'(s)ds \geq t\epsilon/2. \]
The second assertion of the proposition follows from the first, since
\[ g = \omega(n)\sqrt{n/\epsilon} = o(n^{2/3}) = o(en), \]
where for the first bound we have used that \( \omega(n) = o(\epsilon^{1/2}n^{1/2}) \) and for the second we have used that \( en^{1/3} \to \infty \). In particular, this implies that \( g \leq ne/(2(A + 1)^2) \) for \( n \) large, so the first bound applies at time \( t = g \). \( \square \)

This proposition establishes adequate control on \( f \) near time zero. We also need to understand the behaviour of \( f \) at times near \( d \), and at intermediate times. The behaviour near time \( d \) is the subject of the next proposition. Here and below we write
\[ \sigma = \sigma(n) = \sqrt{n \cdot e(n)}; \]
note that \( g \cdot e(n) = \omega(n) \cdot \sigma \).

**Proposition 3.3.4.** Let \( \sigma = \sqrt{en} \). Then with \( d^- = d - g \) and \( d^+ = d + g \), it holds that \( f(d^-) \geq 10\sigma\sqrt{\omega} \) and \( f(d^+) \leq -10\sigma\sqrt{\omega} \) for \( n \) large.

**Proof.** We saw that \( f'(d) = \hat{\lambda} - 1 \) and that \( 0 \geq f''(t) \geq -(A + 1)^2/n \), so
\[ f'(t) \leq \hat{\lambda} - 1 + \frac{g(A + 1)^2}{n} \]
whenever \( t \in [d^-,d] \). Since \( \epsilon \leq A < \infty \) and \( \lambda = np = 1 + \epsilon \), there is some \( \delta = \delta(A) > 0 \) such that \( \hat{\lambda} - 1 \leq -2\delta\epsilon \). On the other hand,

\[
\frac{g(A + 1)^2}{n} = \frac{\omega(n)}{\sqrt{n\epsilon}} = o(\epsilon),
\]

the second bound holding by the assumption that \( \omega^2(n) = o(n^{1/3} \epsilon) \), so for \( n \) sufficiently large, the preceding upper bound on \( f'(t) \) is at most \(-\delta\epsilon\). It follows that

\[
f(d^-) = \int_{d-g}^{d} f'(t) dt \leq -\delta g = -\delta \omega \sigma \leq -10\sigma \sqrt{\omega}.
\]

The last bound holds since \( \omega = \omega(n) \to \infty \). The bound on \( f(d^+) \) is similar but easier.

**Corollary 3.3.5.** For \( n \) large, \( f(t) \geq 10\sigma \sqrt{\omega(n)} \) for all \( t \in [g,d] \).

**Proof.** We just saw that \( f(d^-) \geq 10\sigma \sqrt{\omega(n)} \). We also have \( f(g) \geq \epsilon g / 2 = \sigma \omega(n) / 2 \geq 10\sigma \sqrt{\omega(n)} \), the last inequality for \( n \) large. The result then follows since \( f \) is concave. \(\square\)

The information about \( f \) derived above is summarized in the following picture.

![Figure 3.4: Information about the function \( f(t) \)](image)

Now let \( Z = \kappa(g) - 1 \) be the number of components of \( G(n,p) \) completely explored by time \( g \), and set \( L = T_Z \) and \( R = T_{Z+1} \).

**Theorem 3.3.6.** Under the assumptions of Theorem 3.3.2, \( \frac{L-R}{n\theta(\lambda)} \xrightarrow{P} 1 \).

Before proving the theorem, we use it to prove Theorem 3.3.2. The following straightforward fact, which is used in the proof, is left as an exercise.

**Exercise 3.3.3.** For any \( A > 0 \) there is \( \alpha > 0 \) such that for all \( 1 \leq \lambda \leq A + 1 \), it holds that

\[
\hat{\lambda} = \lambda(1 - \theta(\lambda)) \leq 1 - \alpha(\lambda - 1).
\]
With $\lambda = 1 + \epsilon$, the exercise shows that that $\hat{\lambda} < 1 - a\epsilon$. When
$\lambda = 1 + \epsilon$ for $\epsilon = o(1)$, then in fact $\hat{\lambda} = 1 - \epsilon(1 + o(1))$; the bound
on $\hat{\lambda}$ from the exercise enlarges the range of $\epsilon$ allowed at the cost of
weakening the control on $\hat{\lambda}$.

Proof of Theorem 3.3.2. Between times $L$ and $R$, a connected compo-
nent of $G(n, p)$ is explored, so $|C_{\text{max}}| \geq R - L$. This establishes one
of the two bounds needed to prove the theorem. For the other, we need
to bound the largest size among the components explored before
time $R$ and after time $L$.

Since $L \leq \omega = o(n^{2/3})$ and $n\theta(\lambda)/n^{2/3} \to \infty$, it is immediate that
any component explored before time $L$ has size $o(n\theta(\lambda))$.

To control the component sizes after step $R$, we need a small
auxiliary computation. Fix $\delta > 0$ to be chosen shortly$^3$, and set
$n' = n - (1 - \delta)n\theta(\lambda)$. Using the bound from Exercise 3.3.3 we have

$$p = \frac{\lambda}{n} \leq \frac{\lambda(1 - (1 - \delta)n\theta(\lambda))}{n'} = \frac{\lambda(1 - \theta(\lambda)) + \delta \lambda\theta(\lambda)}{n'} = \frac{\hat{\lambda} + \delta \lambda\theta(\lambda)}{n'} \leq \frac{1 - a\epsilon + \delta(1 + A)2\epsilon}{n'} \leq \frac{1 - (a/2)\epsilon}{n}$$

the last bound holding with the choice $\delta = a/(4(1 + A))$. Let $G'$ be
the subgraph of $G(n, p)$ with vertices $[n] \setminus \{v_1, \ldots, v_L\}$. Then $G'$
is distributed as $G(n - R, p)$, up to relabeling of the vertices.

Writing $E$ for the the event that $L \geq (1 - \delta)n\theta(\lambda)$ so that $n - L \leq
n'$, and letting $T$ be a Poisson$(1 - (a/2)\epsilon)$ Bienaymé tree, we then have

$$P\{|C_{\text{max}}(G')| \geq s \mid E\} \leq P\{|C_{\text{max}}(G(n', p))| \geq s\} \leq \frac{n}{s} P\{|C_{G(n', p)}(1)| \geq s\} \leq \frac{n}{s^2} E[|T|], = \frac{n}{s^2} \frac{1}{(a/2)\epsilon}$$

Taking $s = \omega(n)\sqrt{n/\epsilon}$ we obtain that

$$P\{|C_{\text{max}}(G')| \geq \omega \mid E\} = o(1).$$

But since also $P\{E\} \to 1$, it follows that

$$P\{|C_{\text{max}}(G')| \geq \omega \} \to 0.$$

$^3$ We will take $\delta = a/(4(1 + A))$, in fact.
Since \( g = o(\epsilon n) \) it follows that with high probability no component of \( G' \) is the largest of \( G(n, p) \). 

**Exercise 3.3.4.** Let \( (T_i, i \geq 1) \) be a sequence of independent Poisson(1) Bienaymé trees. Using the identity

\[
P\{|T_1| + \ldots + |T_k| = n\} = \frac{k}{n} P\{\text{Poisson}(n) = n - k\},
\]

prove that

\[
\frac{|T_1| + \ldots + |T_k|}{k^2}
\]

converges in distribution. Give a formula for the cumulative distribution function of the limiting distribution.

To prove Theorem 3.3.6, we analyze the process \( S(t) = \sum_{i=1}^t X(i) \). The next proposition is the key to the analysis; it expresses the difference between \( S(t) \) and \( x_t \) as effectively a weighted sum of martingale differences, which we can then control using fairly standard arguments. Recall that \( F_i \) is the \( \sigma \)-algebra generated by the first \( i \) steps of the process.

**Proposition 3.3.7.** Let \( D_t = E\{X(t) \mid F_{t-1}\} \) and write

\[
\Delta_t = X(t) - D_t = X(t) - E\{X(t) \mid F_{t-1}\}.
\]

Then

\[
S(t) - x_t = \sum_{i=1}^t (1 - p)^{t-i}(\Delta_i - p\kappa(i)).
\]

Moreover, with \( \tilde{S}(t) = x_t + \sum_{i=1}^t (1 - p)^{t-i}\Delta_i \), then

\[
|S(t) - \tilde{S}(t)| \leq pt\kappa(t).
\]

We prepare for the proof of the proposition by deriving an identity for \( D_{t+1} \) in terms of \( S(t) \) and \( \kappa(t + 1) \).

**Lemma 3.3.8.** For all \( t \geq 0 \), \( D_{t+1} = p(n - t - S(t) - \kappa(t + 1)) - 1 \).

**Proof.** We saw in (3.3.1) that conditionally given \( F_i \),

\[
X(t) + 1 = |N(v_{t+1}) \cap U_t|
\]

is Bin(|\( U_t' \)|, \( p \))-distributed, where \( U_t' = U_t \setminus \{ v_{t+1} \} \), so

\[
|U_t'| = |U_t \setminus \{ v_{t+1} \}| = \begin{cases} |U_t| & \text{if } |A_t| \neq \emptyset \\ |U_t| - 1 & \text{if } |A_t| = \emptyset. \end{cases}
\]
since $\kappa(t + 1) - \kappa(t) = 1_{A_t = \emptyset}$, this implies that

$$D_{t+1} = \mathbb{E} \{X(t + 1) \mid \mathcal{F}_t\}$$
$$= \mathbb{E} \{|N(v_{t+1}) \cap U_t| - 1 \mid \mathcal{F}_t\}$$
$$= |U'_t|p - 1$$
$$= (|U_t| - (\kappa(t + 1) - \kappa(t)))p - 1$$
$$= (n - t - S(t) - \kappa(t + 1))p - 1,$$

the last equality holding since $U_t = n - t - |A_t| = n - t - S(t) - \kappa(t)$.

Proof of Proposition 3.3.7. First, using the definition of $\Delta_{t+1}$ and $D_{t+1}$ and the lemma, we have

$$S(t + 1) = S(t) + X(t + 1)$$
$$= S(t) + \Delta_{t+1} + D_{t+1}$$
$$= S(t) + \Delta_{t+1} + (n - t - S(t) - \kappa(t + 1))p - 1$$
$$= (1 - p)S(t) + \Delta_{t+1} - p(n - t) - 1 - p\kappa(t + 1).$$

Next,

$$x_{t+1} - (1 - p)x_t = n - t - 1 - (1 - p)(n - t) = p(n - t) - 1,$$

so $x_{t+1} = (1 - p)x_t + p(n - t) - 1$. Subtracting this identity from the identity for $S(t + 1)$ gives

$$S(t + 1) - x_{t+1} = (1 - p)(S(t) - x_t) + \Delta_{t+1} - p\kappa(t + 1),$$

and the claimed identity follows by induction.

For the bound, simply note that since $\kappa(i)$ is increasing and $(1 - p) < 1$,

$$|S(t) - \tilde{S}(t)| = \left| \sum_{i=1}^t (1 - p)^{t-i}\kappa(i) \right| \leq \sum_{i=1}^t p\kappa(t) = pt\kappa(t).$$

The bound on the difference between $S(t)$ and $\tilde{S}(t)$ means we can get a handle on the behaviour of $S(t)$ if we can (a) understand that of $\tilde{S}(t)$ and (b) bound the upper tail probabilities of $\kappa(t)$. We tackle these points in turn.

Proposition 3.3.9. Write

$$M(t) = \frac{\tilde{S}(t) - x_t}{(1 - p)^t} = \sum_{i=1}^t \frac{1}{(1 - p)^i} \Delta_i.$$
Then for any $1 \leq t \leq n$,

$$\sup_{i \leq t} M(i) = O_p(\sqrt{t}).$$

As a consequence, for any $1 \leq t \leq n$,

$$\max_{i \leq t} |\hat{S}(t) - f(t)| = O_p(\sqrt{t}).$$

The first bound of the proposition may be restated as follows. For any $\delta > 0$ there is $k > 0$ such that

$$\sup_{n \geq 1} \sup_{1 \leq t \leq n} P\left\{ \sup_{i \leq t} M(i) \geq K \sqrt{n} \right\} \leq \delta.$$

In proving the proposition, we will use the following straightforward martingale identity and bound.

**Lemma 3.3.10.** Let $(M_t)_{t \geq 0}$ be a martingale relative to a filtration $(\mathcal{F}_t)_{t \geq 0}$, with $M_0 = 0$, and let $I_t = M_t - M_{t-1}$ for $t \geq 1$. Then

$$\text{Var} \{M_t\} = \sum_{i=1}^{t} \text{Var} \{I_i\} = \sum_{i=1}^{t} E \left[ \text{Var} \{I_i \mid \mathcal{F}_{i-1}\} \right].$$

Moreover, for any $K > 0$,

$$P \left\{ \max_{i \leq t} |M_i| \geq K \right\} \leq \text{Var} \{Z_t\} / K^2.$$

**Proof.** For the identity, since $E M_t = E M_0 = 0$, and $M_t = \sum_{i=1}^{t} I_i$,

$$\text{Var} \{M_t\} = E \left[ M_t^2 \right] = \sum_{i,j=1}^{t} E \left[ I_i I_j \right].$$

But for $i < j$,

$$E \left[ I_i I_j \right] = E \left[ E \{I_i I_j \mid \mathcal{F}_{j-1}\} \right] = E \left[ I_i E \{I_j \mid \mathcal{F}_{j-1}\} \right] = 0,$$

so

$$\text{Var} \{M_t\} = \sum_{i=1}^{t} E \left[ I_i^2 \right].$$

Also, since $E \{I_i \mid \mathcal{F}_{i-1}\} = 0$, $\text{Var} \{I_i \mid \mathcal{F}_{i-1}\} = E \left\{ I_i^2 \mid \mathcal{F}_{i-1} \right\}$ so

$$E \left[ \text{Var} \{I_i \mid \mathcal{F}_{i-1}\} \right] = E \left[ E \left\{ I_i^2 \mid \mathcal{F}_{i-1} \right\} \right] = E \left[ I_i^2 \right],$$

which combined with the previous identity for $\text{Var} \{M_t\}$ establishes the equality in the lemma. The bound is immediate from Doob’s maximal inequality. \qed
Proof of Proposition 3.3.9. First, note that $M(t)$ is indeed a martingale: since $\Delta_t = X(t) - E \{X_t \mid \mathcal{F}_{t-1}\}$, $E \{\Delta_t \mid \mathcal{F}_{t-1}\} = 0$ and $E \{\Delta_i \mid \mathcal{F}_{t-1}\} = \Delta_i$ for $i < t$, so

$$E \{M(t) \mid \mathcal{F}_{t-1}\} = \sum_{i=1}^{t} (1-p)^{-i} E \{\Delta_i \mid \mathcal{F}_{t-1}\} = \sum_{i=1}^{t-1} (1-p)^{-i} \Delta_i = M(t-1).$$

Now recall that conditionally given $\mathcal{F}_{t-1}$, $X(i) + 1$ is Bin$(|U'_i|, p)$-distributed, so $\Delta_i$ is (conditionally) simply a binomial shifted by its mean. Thus

$$\text{Var} \{\Delta_i \mid \mathcal{F}_{t-1}\} = |U'_i-1|p(1-p) \leq np(1-p)$$

and so

$$\text{Var} \left\{ (1-p)^{-i} \Delta_i \right\} = (1-p)^{-2i} \text{Var} \{\Delta_i\} \leq (1-p)^{-2n} np \leq \left(1 - \frac{A+1}{n}\right)^{-2n} \cdot (A+1) < C < \infty.$$ 

Thus

$$\text{Var} \{M(t)\} = \sum_{i=1}^{t} (1-p)^{-2i} \text{Var} \{\Delta_i\} \leq Ct,$$

so by Doob’s maximal inequality (the second bound in Lemma 3.3.10, for any $\delta > 0$, with $K = (C/\delta)^{1/2}$,

$$P \left\{ \max_{i \leq t} |M(i)| > Kt^{1/2} \right\} \leq \frac{Ct}{K^2t} = \delta.$$ 

This proves the first assertion of the proposition. For the second, we have

$$\max_{i \leq t} |\tilde{S}(t) - f(t)| \leq \max_{i \leq t} |\tilde{S}(t) - x_i| + \max_{i \leq t} |x_i - f(t)|$$

The second term is $O(1) = O(\sqrt{t})$, and the first is bounded from above by $\max_{i \leq t} |M(i)|$ since $|M(i)| = |\tilde{S}(i) - x_i|/(1-p)^i \geq |\tilde{S}(i) - x_i|$. □

Combining the bound

$$|S(t) - \tilde{S}(t)| \leq p \kappa(t)$$

from Proposition 3.3.7 with the bound

$$\max_{i \leq t} |\tilde{S}(i) - f(i)| = O_p(\sqrt{t}).$$
from Proposition 3.3.9, using that $\kappa(i)$ is increasing in $i$ we obtain that

$$\max_{i \leq t} |S(i) - f(i)| \leq ptk(t) + O_P(\sqrt{t}). \quad (3.3.2)$$

The main step remaining in the proof is to bound $\kappa(t)$, and we now turn to this. Recall that $Z = \kappa(g) - 1$ is the number of components fully explored by time $g$, and that $L = T_Z \leq g$.

**Proposition 3.3.11.** With probability tending to one, $Z \leq \sigma / \omega$ and $L \leq \sigma / (\epsilon \omega)$.

**Proof.** First,

$$|S(L) - \tilde{S}(L)| \leq pL\kappa(L) = pLZ \leq pgZ.$$  

But

$$S(L) = S(T_Z) = A_{T_Z} - \kappa(T_Z) = -\kappa(T_Z) = -Z,$$

so

$$\tilde{S}(L) \leq (pg - 1)Z. \quad (3.3.3)$$

Since $g = o(n^{2/3})$ we have $pg < 1/2$ for $n$ large. Also, $f(L) > 0$ since $L \leq g < n\theta(\lambda)$, so the preceding bound implies that

$$|\tilde{S}(L) - f(L)| > |Z/2 - 0| = Z/2.$$  

It follows that

$$P\{Z \geq \sigma / \omega\} \leq P\{|\tilde{S}(L) - f(L)| \geq \sigma / (2\omega)\}$$

$$\leq P\left\{ \sup_{0 \leq t \leq g} |\tilde{S}(t) - f(t)| \geq \sigma / (2\omega) \right\} \quad (3.3.4)$$

By Proposition 3.3.9,

$$\sup_{0 \leq t \leq g} |\tilde{S}(t) - f(t)| = O_P(\sqrt{g}),$$

so as long as $\sqrt{g} = o(\sigma / \omega)$ we deduce that the probability in (3.3.4) tends to zero and thus $Z \leq \sigma / \omega$ with high probability. But

$$\frac{\sigma^2}{\omega^2 g} = \frac{ne}{\omega^2(\omega(n/\epsilon)^{1/2})} = \frac{ne^3}{\omega} \rightarrow \infty,$$

so indeed $g = o(\sigma^2 / \omega^2)$.

Next, by definition $L \leq g$ so to prove the second assertion it suffices to show that, with $I = [\sigma / (\epsilon \omega), g]$, then $P\{L \in I\} \rightarrow 0$. But for $t \in I$, by Proposition 3.3.3,

$$f(t) \geq \frac{\epsilon t}{2} \geq \frac{\sigma}{2\omega}.$$
so if
\[
\sup_{0 \leq t \leq g} |\tilde{S}(t) - f(t)| < \sigma / (2\omega)
\]
then
\[
\inf_{t \in I} \tilde{S}(t) > 0
\]
for all \( t \in I \). On the other hand, if \( L \in I \) then by (3.3.3),
\[
\tilde{S}(L) < 0
\]
This implies that
\[
P \{ L \in I \} \leq P \left\{ \sup_{0 \leq t \leq g} |\tilde{S}(t) - f(t)| \geq \sigma / (2\omega) \right\},
\]
which we already saw tends to zero (recall (3.3.4)). \( \Box \)

**Proof of Theorem 3.3.6.** Recall that
\[
d^+ = d + g = n\theta(\lambda) + \omega(n/\epsilon)^{1/2} = O(n\theta(\lambda)) = o(\sigma^2).
\]
Let \( E \) be the event that
\[
\sup_{t \leq \min(R,d^+)} |S(t) - f(t)| \leq \sigma \sqrt{\omega}.
\]
Since \( \kappa(R) = Z \), the bound (3.3.2) and Proposition 3.3.11 together give
\[
\max_{t \leq \min(R,d^+)} |S(t) - f(t)| \leq npZ + O_p(\sqrt{d^+}) = O_p(\sigma),
\]
so \( P \{ E \} \to 1. \)

Recall from Corollary 3.3.5 that \( f(t) \geq 10\sigma \sqrt{\omega(n)} \) for \( t \in [g,d^-] \)
when \( n \) is large. In view of this, if \( E \) occurs then \( S(t) > 0 \) for \( t \in [g,d^-] \). On the other hand, \( S(R) = -(Z + 1) = -\kappa(g) < 0 \) so this
implies that when \( E \) occurs, \( R \geq d^- \).

Next, if \( E \) occurs and also \( Z \leq \sigma \), then by the bound on \( f(d^+) \) from
(3.3.4) we have
\[
S(d^+) \leq \sigma \sqrt{\omega} - 10\sigma \sqrt{\omega} = -9\sigma \sqrt{\omega} < -(Z + 1) < -\kappa(g),
\]
so \( R = T_{Z+1} \leq d^+ \). Since \( P \{ E \cap \{ Z \leq \sigma \} \} \to 1 \), it follows that
\( P \{ R \leq d^+ \} \to 1. \)

We have established that \( P \{ R \in [d^-,d^+] \} \to 1 \); since \( d^- = d - g, \)
\( d^+ = d + g \) and \( g = o(\epsilon n) = o(n\theta(\lambda)) \), it follows that \( R/(n\theta(\lambda)) \xrightarrow{P} 1 \).
Since \( L \leq g = o(n\theta(\lambda)) \), this also implies that \( (R - L)/(n\theta(\lambda)) \xrightarrow{P} 1. \) \( \Box \)
Exercise 3.3.5. For a tree \( t \) with vertex set \([n]\), let \( S_t = (S_t(i), 0 \leq i \leq n) \) be the depth-first queue process of \( T \) (started from the vertex with label 1), and write \( a(t) = \sum_{i \leq j < n} S_t(i) \). For distinct \( u, v \in [n] \) say that edge \( e = uv \) is allowable for tree \( t \) if \( e \not\subseteq e(t) \) and the depth first tree of \( t + e \) is \( t \), i.e., adding the edge \( e \) to \( t \) doesn’t change the depth-first tree.

Fix any \( n \in \mathbb{N} \) and \( s \in \mathbb{N} \) such that \( s \leq \binom{n}{2} - (n - 1) \). Build a connected graph \( G \) with vertex set \([n]\) and surplus \( s \) as follows. First let \( T \) be a random tree with vertex set \([n]\) such that

\[
P\{T = t\} \propto \binom{a(t)}{k}.
\]

Conditionally given \( T \), let \( S \) be a set of \( s \) allowable edges, chosen uniformly at random over all such sets. Let \( G \) be obtained by adding the edges in \( S \) to the tree \( T \).

Show that \( G \) is a uniformly random element of \( G_{n,s} \).
4
Minimum spanning trees

4.1 Basics

The first thing to do is define minimum spanning trees. Let $G = (V, E)$ be a graph. A spanning subgraph of $G$ is a graph $H = (V, E')$ with $E' \subseteq E$. A spanning tree of $G$ is a spanning subgraph of $G$ which is a tree.

Exercise 4.1.1. Every finite connected graph has at least one spanning tree.

Now suppose the edges of $G$ are given weights $w = (w(e), e \in E)$. The weight of a subgraph $H = (V', E')$ of $G$ is

$$w(H) = \sum_{e \in E'} w(e).$$

A spanning subtree $T$ of $G$ is a minimal spanning tree of $G$ with respect to $w$ if $w(T) \leq w(T')$ for every spanning tree $T'$ of $G$. When the weights $w$ are clear, we simply say the tree $T$ is a minimal spanning tree of $G$.

Proposition 4.1.1. If $G$ is a finite connected graph, and the weights $w = (w(e), e \in e(G))$ are all distinct, then $G$ has a unique minimal spanning tree.

Proof. Suppose for contradiction that $T$ and $T'$ are distinct minimal spanning trees. Let $e = uv$ be the smallest weight edge which is in exactly one of the trees $T$ and $T'$. By symmetry we may assume that $e$ is an edge of $T$ and not of $T'$.

Let $\gamma$ be the unique $u - v$ path in $T'$. Since $T$ has no cycles, there must be an edge $e'$ of $\gamma$ which is not in $T$. By our choice of $e$ and since the edge weights are all distinct, this implies that $w(e') > w(e)$. Then the spanning subgraph $H$ obtained from $T'$ by removing $e'$ and adding $e$ is then a spanning tree with smaller weight than $T'$. \qed
4.2 Kruskal’s algorithm

The idea at the heart of Kruskal’s algorithm is contained in the following observation.¹

**Lemma 4.2.1.** Fix a finite connected graph $G = (V, E)$ and weights $w = (w(e), e \in E)$ which are all distinct. List the edges in increasing order of weight as $e_1, \ldots, e_{|E|}$. For $1 \leq i \leq |E|$, let $E_i = \{e_1, \ldots, e_i\}$, and let $G_i = (V, E_i)$. Also, let $G_0 = (V, \emptyset)$. For all $1 \leq i \leq |E|$, if the endpoints of $e_i$ are in distinct connected components of $G_{i-1}$ then $e_i$ is an edge of the minimum spanning tree.

**Proof.** Write $u$ and $v$ for the endpoints of $e_i$. Let $\gamma$ be the unique $u-v$ path in the MST. There is no path from $u$ to $v$ in $G_{i-1}$. It follows that if $e_i$ is not in the MST then $\gamma$ must contain an edge $e_j$ with $j > i$. In this case, the spanning tree obtained from the MST by removing $e_j$ and adding $e_i$ has smaller weight than the MST, a contradiction. □

**Corollary 4.2.2.** The edges of the minimum spanning tree of $G$ are precisely the elements of the set $S = \{e_i : e_i$ joins distinct connected components of $G_{i-1}\}$.

**Proof.** The lemma states that all elements of $S$ are edges of the MST. A tree with $|V|$ vertices has $|V| - 1$ edges, so if $|S| = |V| - 1$ then the corollary follows.

For $1 \leq i \leq |V|$, if $e_i \in S$ then $G_i$ has one fewer connected component of $G_{i-1}$, and if $e_i \notin S$ then $G_{i-1}$ and $G_i$ have the same number of connected components. Since $G_0$ has $|V|$ connected components and $G = G_{|V|}$ has 1 connected component, it follows that $|S| = |V| - 1$. □

Kruskal’s algorithm is a procedural description of the above lemma.

```
Kruskal’s algorithm.
Input: A graph $G = (V, E)$ and weights $w = (w(e), e \in E)$.
1. List the edges in increasing order of weight as $e_1, \ldots, e_{|E|}$.
2. Let $S_0 = \emptyset$, let $F_0 = (V, S_0)$.
3. For $1 \leq i \leq |E|$:
   - If $e_i$ joins distinct trees of $F_{i-1}$ then let $S_i = S_{i-1} \cup \{e_i\}$.
   Otherwise, let $S_i = S_{i-1}$.
   - Let $F_i = (V, S_i)$.
Output: $F_{|E|}$.
```

Kruskal’s algorithm adds edge $e_i$ if it joins distinct trees of $F_{i-1}$. The next exercise implies this is equivalent to adding $e_i$ if it joins distinct connected components of $G_{i-1}$.

Exercise 4.2.1. Show that for each $0 \leq j \leq |E|$ and each connected component $H$ of $G_j$, there is a connected component $T_H$ of $F_j$ with vertex set $v(H)$.

Thus, if $G$ is connected then the set of edges of $F_{|E|}$ is precisely the set $S$ from Corollary 4.2.2, so the output of Kruskal’s algorithm is the MST of $G$ with weights $w$. The next exercise strengthens this conclusion slightly.

Exercise 4.2.2. Show that for each $0 \leq j \leq |E|$, and each connected component $H$ of $G_j$, the connected component $T_H$ of $F_j$ with vertex set $U$ is in fact the MST of $H$ with weights $(w(e), e \in e(H))$.

It is reasonable to call Kruskal’s algorithm the greedy algorithm for constructing a spanning tree of $G$, since at each step it adds the “first” edge it can which does not create a cycle. When encountering such a clean, simple, provably correct procedure, it is natural to ask whether it applies in other settings. In this case, the answer is “yes”.

Definition 4.2.3. An independence system is a pair $(X, \mathcal{I})$, where $X$ is a finite set and $\mathcal{I}$ is a nonempty set of subsets of $X$ satisfying the hereditary property:

1. If $A \in \mathcal{I}$ and $B \subset A$ then $B \in \mathcal{I}$.

An independence system $(X, \mathcal{I})$ is a matroid if $\mathcal{I}$ also satisfies the augmentation property:

2. If $A, B \in \mathcal{I}$ and $|A| < |B|$ then there exists $x \in B \setminus A$ such that $A \cup \{x\} \in \mathcal{I}$.

If $(X, \mathcal{I})$ is an independence system (so in particular if $(X, \mathcal{I})$ is a matroid) then $X$ is called the ground set of $(X, \mathcal{I})$, and the elements of $\mathcal{I}$ are called the independent sets of $(X, \mathcal{I})$.

An independent set $B$ is maximal if for all $x \in X \setminus B$, the set $B \cup \{x\}$ is not an independent set. The set of maximal independent sets in an independence system $M = (X, \mathcal{I})$ is denoted

$$B = B(M) = \{B \in \mathcal{I} : B \text{ is maximal within } \mathcal{I}\}.$$ 

If $M$ is a matroid then its maximal independent sets are also called bases.

Exercise 4.2.3. Let $B$ be the set of bases of a matroid $M = (X, \mathcal{E})$. Prove the following facts.

1. Any two bases $A, B \in B$ have the same size.

2. The set $B$ satisfies the basis exchange property: for all $A, B \in B$, there exists $a \in A \setminus B$ and $b \in B \setminus A$ such that $(A \setminus \{a\}) \cup \{b\} \in B$.

3. Any non-empty set $A$ of subsets of $X$ which satisfies the basis exchange property is the set of bases of some matroid.
For a finite connected graph $G = (V, E)$, the set $E$ of edge sets of spanning trees of $G$ satisfies the basis exchange property. By the preceding exercise, $E$ is thus the set of bases of some matroid. The matroid is called the graphic matroid of $G$; it’s ground set is $E$, and its independent sets are precisely the acyclic spanning subgraphs (or spanning forests) of $G$.

Now suppose the elements of $X$ are given weights $w = (w(x), x \in X)$. The weight of a set $A \subseteq X$ is $w(A) = \sum_{x \in A} w(x)$. The greedy algorithm builds a maximal independent set when applied to any independence system.

### Greedy algorithm for independence systems.

**Input**: An independence system $(X, \mathcal{I})$ and weights $w = (w(x), x \in X)$.

1. List the elements of $X$ in increasing order of weight as $x_1, \ldots, x_{|X|}$.
2. Let $I_0 = \emptyset$.
3. For $1 \leq i \leq |X|$:
   - If $I_{i-1} \cup \{x_i\} \not\in \mathcal{I}$ then let $I_i = I_{i-1} \cup \{x_i\}$. Otherwise, let $I_i = I_{i-1}$.

**Output**: $I_{|X|}$.

Let $I_{|X|}$ be the output of the greedy algorithm run on input $(X, \mathcal{I})$ and $w$. Observe that for any $0 \leq i \leq j \leq |X|$, if $x_i \not\in I_j$ then $I_j \cup \{x_i\} \not\in \mathcal{I}$ and so $I_{|X|} \cup \{x_i\} \not\in \mathcal{I}$. It follows that $I_{|X|}$ is indeed a maximal independent set (so a basis, if $(X, \mathcal{I})$ is a matroid). The next proposition states that if $(X, \mathcal{I})$ is a matroid, then the greedy algorithm in fact finds a minimum-weight basis.

**Proposition 4.2.4.** For any matroid $M = (X, \mathcal{I})$ and non-negative weights $w = (w(x), x \in X)$, on input $M$ and $w$, the greedy algorithm outputs a minimum weight basis of $M$ with respect to $w$. Moreover, if the weights are all distinct then the minimum weight basis is unique.

**Proof.** Let $A$ be any other basis different from $I_{|X|}$. First, observe that $|A \cap \{x_1, \ldots, x_i\}| \leq |I_i|$ for all $0 \leq i \leq |X|$. Indeed, if not then by the augmentation property there is $x_j \in |A \cap \{x_1, \ldots, x_i\}|$ such that $I_j \cup \{x_j\} \in I$, contradicting the above observation.

List the elements of $I_{|X|}$ as $i_1, \ldots, i_m$ and the elements of $A$ as $a_1, \ldots, a_m$, in both cases in increasing order of weight. The claim established in the preceding paragraph implies that $w(a_j) \geq w(i_j)$ for each $1 \leq j \leq m$, so $w(A) \geq w(I_{|X|})$. Thus, $I_{|X|}$ is a minimum weight basis.

Finally, if the weights are all distinct then there must be $1 \leq j \leq m$ such that $w(a_j) > w(i_j)$, so $w(A) > w(I_{|X|})$, proving uniqueness. \qed

Perhaps more remarkable than the preceding proposition, is that

\(^{2}\)To see this, fix any two spanning trees $T, T'$, with edge sets $E, E' \in E$. Let $e = uv$ be any edge of $T$ which is not an edge of $T'$, and let $\gamma$ be the $u - v$ path in $T'$. Since $T$ contains no cycle, there must be an edge $e'$ of $\gamma$ which is not in $T$. Then $E'' = (E' \setminus \{e'\}) \cup \{e\}$ is the edge set of a spanning tree $T''$ so $E'' \in E$. 
the success of the greedy algorithm characterizes matroids among independence systems.

**Proposition 4.2.5.** Let \((X, I)\) be an independence system. Suppose that for any non-negative weights \(w = (w(x), x \in X)\), the greedy algorithm outputs a maximal independent set of minimum weight. Then \((X, I)\) is a matroid.

**Proof.** First observe that the supposition implies all maximal independent sets have the same size. To see this, suppose for a contradiction that \(A\) and \(B\) are two maximal independent sets with \(|A| < |B|\), and fix \(c \in (|A \setminus B|/|B \setminus A|, 1)\). Then define weights \(w = (w(x), x \in X)\) as follows:

\[
w(x) = \begin{cases} 0 & \text{if } x \in A \cap B \\ c & \text{if } x \in B \setminus A \\ 1 & \text{if } x \in A \setminus B \\ 2 & \text{otherwise.} \end{cases}
\]

Then \(w(A) = |A \setminus B| \leq |A|\) and \(w(B) = c|B \setminus A| > |A \setminus B|\). However, the greedy algorithm first adds all of \(A \cap B\), then adds all of \(B \setminus A\), so the output is the set \(B\), a contradiction.

Now fix any two sets \(A, B \in I\) with \(|B| = |A| + 1\). To prove \((X, I)\) is a matroid, it suffices to show that there exists \(x \in B \setminus A\) with \(A \cup \{x\} \in I\), since this implies \((X, I)\) has the augmentation property.

Write \(m\) for the size of the maximal independent sets in \(I\). Then define a weight function as follows:

\[
w(x) = \begin{cases} 0 & \text{if } x \in A \\ 1 & \text{if } x \in B \setminus A \\ m + 1 & \text{otherwise.} \end{cases}
\]

For these weights, the greedy algorithm first adds all of \(A\). Since maximal independent sets have size \(m \geq |B| > |A|\), the greedy algorithm must then add at least one further element before returning a maximal independent set \(C\).

Observe that any maximal independent set \(D\) containing \(B\) has

\[w(D) \leq |B \setminus A| + (m + 1)(m - |B|).\]

Next, any set \(S\) of size \(m\) containing \(A\) and disjoint from \(B \setminus A\) has \[w(S) = (m + 1)(m?|A|) = (m + 1) + (m + 1)(m?|B|) > w(D).\]

Finally, \(C\) contains \(A\), and by the assumption about the behaviour of the greedy algorithm, \(w(C) \leq w(D)\). Thus, necessarily \(C\) contains at least one element of \(B \setminus A\), so there is some \(x \in B \setminus A\) such that \(A \cup \{x\} \in I\). \(\Box\)
Exercise 4.2.4. Show that the greedy algorithm need not output a maximal independent set of minimum weight if \((X, \mathcal{I})\) is not an independence system.

Exercise 4.2.5. Let \(M = (X, \mathcal{I})\) be a matroid.
1. Fix \(Y \subset X\) and let \(\mathcal{I}_Y := \{I \in \mathcal{I} : I \subset Y\}\). Show that \((Y, \mathcal{I}_Y)\) is a matroid.
2. Fix non-negative weights \(w = (w(x), x \in X)\), and let \((I_j, 0 \leq j \leq |X|)\) be the sequence of sets constructed by the greedy algorithm run on input \(M\) and \(w\). Show that for all \(1 \leq i \leq |X|\), \(I_j\) is a minimum weight basis of \((\{x_1, \ldots, x_j\}, \mathcal{I}|_{\{x_1, \ldots, x_j\}})\).

4.3 Cycle breaking

Kruskal’s algorithm adds edges in increasing order of weight, provided their addition does not create cycles. Cycle breaking is very similar: it removes edges, in decreasing order of weight, provided their deletion does not disconnect the graph.

In the language of matroids, cycle breaking is a special instance of the greedy algorithm: cycle breaking on \(G\) is the greedy algorithm applied to the dual matroid of the graphic matroid of \(G\).

The dual of a matroid, or more generally of an independence system \((X, \mathcal{I})\), is defined as follows. First note that \(I\) can be recovered from the set \(B\) of its maximal elements, due to the hereditary property. Precisely,

\[
\mathcal{I} = \bigcup_{B \in B} \{S \subset X : S \text{ is a subset of } B\}.
\]

The dual system of \((X, \mathcal{I})\) is the pair \((X, \mathcal{I}^*)\), where

\[
\mathcal{I}^* = \bigcup_{B \in B} \{S \subset S : S \text{ is a subset of } B^c\}.
\]

For a matroid \(M = (X, \mathcal{I})\), write \(M^* = (X, \mathcal{I}^*)\) and call \(M^*\) the dual matroid of \(M\).

Exercise 4.3.1. Prove that if \((X, \mathcal{I})\) is an independence system then \((X, \mathcal{I}^*)\) is an independence system, and if \((X, \mathcal{I})\) is a matroid then \((X, \mathcal{I}^*)\) is a matroid.

Next, let \(M\) be the graphic matroid of a connected graph \(G = (V, E)\). Then \(M^*\) is the co-graphic matroid, whose independent sets are the sets \(S \subset E\) for which \((V, E \setminus S)\) is connected. In particular, for a given \(S \in \mathcal{I}^*\), the edges \(e \in E \setminus S\) such that \(S \cup \{e\} \in \mathcal{I}^*\) are precisely those for which \((V, E \setminus (S \cup \{e\}))\) is connected.

Given non-negative weights \(w = (w(e), e \in E)\), let \(W = \max\{w(e) : e \in E\}\), and define new weights \(w^* = (w^*(e), e \in E)\) by

\[
w^*(e) = W - w(e).
\]
The cycle breaking algorithm on $G$ with weights $w$ is equivalent to the greedy algorithm on $M^*$ with weights $w^*$, and yields a minimum weight basis $S$ of $M^*$.

Note that $B = E \setminus S$ is a basis of $M$, so is the edge set of a spanning tree $T = (V, B)$ of $G$. For any other spanning tree $T' = (V, C)$ of $G$, the set $E \setminus C$ is also a basis of $M^*$, so

$$w(C) = w(E) - w(E \setminus C) \leq w(E) - w(E \setminus S) = w(B).$$

In other words, $T$ is a minimal spanning tree of $B$, so cycle breaking indeed builds an MST.

### 4.4 Prim’s algorithm

The greedy algorithms seen above are global, in the sense that they optimize the choice of which edge to add over all possible edges. Prim’s algorithm is also a greedy procedure, but it only optimizes locally, growing a spanning tree one vertex at a time.

**Prim’s algorithm.**

**Input:** A finite connected graph $G = (V, E)$, a starting node $\rho \in V$, and weights $w = (w(e), e \in E)$.
1. Let $E_0 = \emptyset$ and let $v_0 = \rho$.
2. For $1 \leq i < |V|$:
   - let $e_i \in E$ minimize $\{w(e) : e = uv, u \in \{v_0, \ldots, v_{i-1}\}, v \notin \{v_0, \ldots, v_{i-1}\}\}$;
   - let $v_i = v$ and let $E_i = E_{i-1} \cup \{e_i\}$.

**Output:** $(V, E_{|V|})$.

**Proposition 4.4.1.** If the weights $w$ are non-negative then the output of Prim’s algorithm is a minimal spanning tree of $G$ with weights $w$.

**Proof.** It suffices to prove that for all $0 < i \leq |V|$, the set of edges $\{e_j, 1 \leq j < i\}$ is a subset of the edge set of some MST.

The proof proceeds by induction. For $i = 1$ there is nothing to prove. Now fix $i \geq 1$ and suppose $e_1, \ldots, e_{i-1}$ are all edges of some MST $T$. Write $e_i = u_i$ for the endpoint of $e_i$ which is an element of $\{v_0, \ldots, v_i\}$; its other endpoint is $v_i$. Let $\gamma$ be the path from $u_i$ to $v_i$ in $T$. If $\gamma$ contains $e_i$ then $e_i$ is an edge of $T$ so $e_1, \ldots, e_i$ are all edges of $T$ as required. If $\gamma$ does not contain the edge $e_i$ then $\gamma$ contains another edge $e$ connecting $\{v_0, \ldots, v_{i-1}\}$ with the rest of the vertices.

By the definition of $e_i$, it must be that $\gamma(e) \geq \gamma(e_i)$. Thus the tree $T'$ obtained from $T$ by removing $e$ and adding $e_i$ is a spanning tree with weight $w(T') \leq w(T)$. Thus $T'$ is a minimum tree containing $e_1, \ldots, e_i$. This completes the induction and the proof. \qed
Prim’s algorithm (which one might call the local greedy algorithm) is also a clean, simple, provably correct procedure, and as with Kruskal’s algorithm, it is natural to ask in what generality it yields optimal results. The answer to this question is also known; it is a class of problems called matroid embeddings. This class contains a diverse enough range of problems that a general theory of random instances of matroid embedding problems seems unlikely.

---

Martingale limits and changes of measure

The next theorem describes how the dichotomy between absolute continuity and mutual singularity of measures manifests when observed along a filtration.

**Theorem 4.4.2.** Let $(\Omega, \mathcal{F}, P)$ be a measurable space and let $Q$ be a finite measure on $(\Omega, \mathcal{F})$. Fix an increasing sequence of sub-$\sigma$-field $(\mathcal{F}_n)_{n \geq 1}$ with $\sigma(\bigcup_n \mathcal{F}_n) = \mathcal{F}$. Write $P_n := P|_{\mathcal{F}_n}$ and $Q_n := Q|_{\mathcal{F}_n}$. Suppose that $Q_n \ll P_n$ for all $n$, and write $X_n = dQ_n/dP_n : \Omega \to [0, \infty)$ for the corresponding Radon-Nikodym derivatives. Then setting $X = \limsup_{n \to \infty} X_n$, it holds that

$$Q = XP + Q1_{\{X = \infty\}}. \quad (4.4.1)$$

**Exercise 4.4.1.** In the notation of Theorem 4.4.2, show that $(X_n, n \geq 1)$ is an $\mathcal{F}_n$-martingale for $P$.

**Remark.** Since the $X_n$ are non-negative, Exercise 4.4.1 implies that $X_n$ converges $P$-almost surely, so we must have $P \{|\lim_{n \to \infty} X_n = X\} = 1$.

But it is standard that if $Z_n \xrightarrow{P} Z_\infty$ and $E|Z_n| < \infty$ for all $n$, then $E|Z_n| \to E|Z|$ if and only if $(Z_n, n \geq 1)$ is uniformly integrable. This means that there is another equivalent property which may be added to (1) in Theorem 4.4.2: that $(X_n, n \geq 1)$ is $P$-uniformly integrable.

**Exercise 4.4.2.** Let $(X_n, 1 \leq n \leq \infty)$ be random variables in $L_1(\Omega, \mathcal{F}, P)$ such that $X_n \xrightarrow{P} X_\infty$. Prove that the following are equivalent: (a) $X_n \xrightarrow{L_1} X_\infty$; (b) $(X_n, 1 \leq n \leq \infty)$ is uniformly integrable; (c) $E|X_n| \to E|X_\infty|$.

**Lemma 4.4.3.** In the setting of Theorem 4.4.2, if $Q \ll P$ then $Q = XP$.

Recall that $Q = XP$ is shorthand for the statement that for all $E \in \mathcal{F}$,

$$Q(E) = \int_E dQ = \int_E XdP = EP \left\{ X1_{[X < \infty]} \right\}.$$

**Proof.** First suppose $Q$ is absolutely continuous with respect to $P$. Then the Radon-Nikodým derivative $\dot{X} = dQ/dP$ exists and satisfies $Q(\dot{X} = \infty) = 0$, so we just want to show that for all $E \in \mathcal{F}$,

$$Q(E) = EP \left\{ X1_{[X < \infty]} \right\}.$$
For all $E \in \mathcal{F}$, by the definition of the Radon-Nikodým derivative,
\[ E_Q \left\{ 1 \mid 1 \right\} = \int_E 1 \, dQ = \int_E \tilde{X} \, dP = E_P \left\{ \tilde{X} \mid 1 \right\}, \quad (4.4.2) \]

For all $E \in \mathcal{F}_n$, we also have
\[
E_P \left\{ X_n \mid 1 \right\} = \int_E X_n \, dP = \int_E X_n dP_n \quad \text{(Homework)}
\]
\[
= \int_E 1 \, dQ_n \quad \text{(Since } X_n = dQ_n / dP_n)\]
\[
= \int_E 1 \, dQ \quad \text{(Since } X_n = dQ_n / dP_n)\]
\[
= E_Q \left\{ 1 \mid 1 \right\},
\]
so $X_n$ is a version of $E_\left\{ \tilde{X} \mid \mathcal{F}_n \right\}$. Since $\mathcal{F}_\infty := \sigma(\bigcup_{n \rightarrow \infty} \mathcal{F}_n) = \mathcal{F}$, the non-negative martingale convergence theorem then gives that $P$-almost surely
\[
X_n \rightarrow E_\left\{ \tilde{X} \mid \mathcal{F}_\infty \right\} = E_\left\{ \tilde{X} \mid \mathcal{F} \right\} = \tilde{X}.
\]
But $X = \lim sup_{n \rightarrow \infty} X_n$ by definition, so $P$-almost surely $X = \tilde{X}$. Thus $E_P \left\{ \tilde{X} \mid 1 \right\} = E_P \left\{ X \mid 1 \right\}$, and the result follows from (4.4.2).

\[ \square \]

**Proof of Theorem 4.4.2.** Let $\pi$ be the average of $P$ and $Q$, so $\pi(E) = (P(E) + Q(E)) / 2$ for $E \in \mathcal{F}$. For $n \geq 1$ let $\pi_n = \pi \mid \mathcal{F}_n = (P_n + Q_n) / 2$. Then both $P$ and $Q$ are absolutely continuous with respect to $\pi$, and likewise $P_n$ and $Q_n$ are absolutely continuous with respect to $\pi_n$ for all $n \geq 1$.

Write $U_n = dQ_n / d\pi_n$ and $V_n = dP_n / d\pi_n$ and let $U = \lim sup_{n \rightarrow \infty} U_n$ and $V = \lim sup_{n \rightarrow \infty} V_n$. Since $Q \ll \pi$ it follows by Lemma 4.4.3 (applied with $\pi$ in place of $P$) that $\pi$-almost surely $U_n \rightarrow U$ and that $Q = U \pi$. Likewise, applying Lemma 4.4.3 with $\pi$ in place of $P$ and $P$ in place of $Q$, it follows that $\pi$-almost surely $V_n \rightarrow V$ and that $P = V \pi$.

Next, $\pi$-almost surely we have
\[
U_n + V_n = \frac{dQ_n}{d\pi_n} + \frac{dP_n}{d\pi_n} = 2 \frac{d\pi_n}{d\pi_n} = 2.
\]
It follows that
\[
\pi(U + V = 0) = \pi(\lim sup_n(U_n + V_n) = 0) = 0,
\]
so $\pi$-almost surely, $U / V$ is well-defined (and equal to $\infty$ if $U = \infty$.


and \( V = 0 \), and
\[
\frac{U}{V} = \lim_{n \to \infty} \frac{U_n}{V_n}
\]
\[
= \lim_{n \to \infty} \frac{U_n}{V_n}
\]
\[
= \lim_{n \to \infty} X_n \quad \text{(chain rule)}
\]
\[
= X.
\]

Finally, we already know \( Q = U \pi \) and \( P = V \pi \). We may also write
\[
U = XV + U1_{[V=0]} = XV + U1_{[X=\infty]}, \text{ so}
\]
\[
Q = U \pi = XV \pi + 1_{[X=\infty]} U \pi = XP + 1_{[X=\infty]} Q,
\]
as claimed. \[\square\]

**Corollary 4.4.4.** In the setting of Theorem 4.4.2, we have the following.

1. \( Q \ll P \Leftrightarrow Q(X = \infty) = 0 \Leftrightarrow E_P X = 1. \)

2. \( Q \perp P \Leftrightarrow Q(X = \infty) = 1 \Leftrightarrow E_P X = 0. \)

**Proof.** If \( Q \ll P \) then by Lemma 4.4.3 we have \( Q = XP \) so clearly \( Q(X = \infty) = 0 \). We now repeatedly use (4.4.1). If \( Q(X = \infty) = 0 \) then by (4.4.1) we have
\[
E_P \{ X \} = E_Q \{ 1 \} - E_Q \left\{ 1_{[X=\infty]} \right\} = 1.
\]
If \( E_P \{ X \} = 1 \) then again by (4.4.1), \( Q(X = \infty) = 0 \) so \( Q = XP \) and thus \( Q \ll P \). This proves the first line of equivalences of the theorem.

Note that by Exercise 4.4.1, \( X_n \) is an \( \mathcal{F}_n \)-martingale for \( P \) so \( E_P \{ X \} \leq \liminf_{n \to \infty} E_P \{ X_n \} < \infty \). It follows that \( P(X = \infty) = 0. \)

If \( Q \perp P \) then \( Q \) has no absolutely continuous part with respect to \( P \). On the other hand, \( XP \ll P \), so by (4.4.1) we must have \( Q = 1_{[X=\infty]} Q \); this in turn implies that \( Q(X = \infty) = 1. \)

If \( Q(X = \infty) = 1 \) then by (4.4.1), \( E_P \{ X \} = \int X dP = XP = 0. \)

Finally, if \( XP = 0 \) then by (4.4.1) we have \( Q(X = \infty) = 1. \) But \( PX = \infty = 0 \), which implies \( Q \perp P. \) \[\square\]